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CHAPTER I

INTRODUCTION AND OVERVIEW

The last decade has introduced a bewildering era of

complexity in Department of Defense (DOD) weapon system acqui-

sitions. While primary concern has centered on the effective

and efficient use of taxpayer dollars, numerous obstacles

make this objective deceptively difficult to achieve.

Tremendous leaps in technology have produced weapon systems

of previously unimaginable complexity and cost. Further com-

plicating the issue is the need to plan the acquisition and

use of these weapon systems over as much as a 20-year time

span with money that is appropriated by Congress one year at

a time. Even more uncertainty has been added by shocks to the

U.S. economy in the form of 1) inflation, 2) increasing cost

and questionable availability of energy, and 3) increased

competition from foreign countries.

The above-mentioned conditions have contributed to cost

overruns in U.S. Air Force weapon system acquisitions, and

clearly illustrate the need for more precise techniques to

estimate the cost of these weapon systems. The experience of

industry and the DOD indicates that direct labor is a signifi-

cant determinant of cost. This research will focus on develop-

ing a better way to estimate direct labor costs and, more

specifically, on the effect of a change in the rate of

1



production on direct labor requirements.

Limiting the Problem

At the outset of a major DOD production program, a ten-

tative monthly production schedule for the life of the program

is negotiated between the contracting parties. This schedule

permits planning for such items as work force buildup, facility

and tooling needs, and the ordering of long lead-time items.

Although the planning delivery schedule covers the life of the

program, formal contractual agreements between the Department

of Defense and manufacturers usually cover only annual deli-

very requirements. Delivery requirements for subsequent years

are funded through the exercise of options or separate con-

tracts as funds are appropriated by the Congress (15:2).

These multiple-year programs may result in a need to

change the production rate. For example, when funding for a

particular year is insufficient to cover the production sche-

duled under an existing production plan, it may be necessary

to stretch out the production over a longer time span. A

national emergency or changed mission requirement may dictate

an accelerated rate of production. When such changes in deli-

very schedules are required, changes in cost estimates are

also required to support contract negotiations and additional

funding requests. It is suggested that the rate of production

is an important independent variable that can be used to help

project the change in costs due to either program accelerations

or decelerations (15:2).

2



Industrial and government cost estimators have tradi-

tionally used learning curve techniques to estimate direct

labor hours required in production (3:25). Learning curve

theory is derived from the relationship between the cumulative

number of units produced and the number of direct labor hours

required for production. In other words, as a worker produces

more of a given item, a certain amount of "learning" occurs,

and the number of hours required for production tends to

decrease in a regular pattern. This "learning" is not limited

to improved manual dexterity of workmen. Other forms of

learning include experience gained by managers that results

in improved work methods, more efficient physical layout of

the shop, more efficient parts supply, more efficient tools,

etc. These forms of learning all result from experience

gained from working with a system, and have led some authors

to suggest that the learning curve should really be called the

experience curve (14:63-64). Learning curve theory is based

on the following assumptions:

1. The production item should be sizeable and complex

and should require a large amount of direct labor.

2. The majority of assembly operations should not be

mechanized or machine-paced.

3. Learning curves applied from past experience should

be adjusted for any differences in items, process, or other

aspects of production.

q 4. The production process should be a continuous one

and the item and product changes kept to a minimum.

3



S. Historical data should be available to compute the

curve since estimated data have low reliability.

6. There should be no external production rate changes

(3:231).

The last assumption (no externally caused changes in

production rate) is, as already indicated, unrealistic in the

DOD arena. Changes in production rate are forced on DOD acti-

vities quite often. There has been considerable research con-

ducted to correct this apparent limitation of the standard

learning curve model. These studies will be discussed in

Chapter II.

One of the most promising studies resulted in a model

for airframe production.developed by Larry L. Smith, which im-

proved the basic learning curve model through the addition of

a production rate variable. Smith's methodology has been re-

plicated for aircraft avionics and engines to determine its

validity in other types of production. Further replication

in other weapon system applications is warranted, and forms

the basis of this research effort.

Research Problem Statement

The effect of changes in the production rate on direct

labor hours for continuing missile production programs is not

known.

Research Objectives

The objective of this research is to apply Smith's model

4
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to determine: 1) if changes in production rate affect total

direct labor hours per missile; 2) how the model compares with

the basic learning curve model as a predictor of direct labor

hours for continuing missile production; and 3) if Smith's

approach for airframe production is applicable to missile

production.

Research Hypotheses

The hypotheses to be tested in this research are: 1)

that the production rate explains a significant amount of the

variation in direct labor requirements for missile production,

and 2) that the production rate model is a better predictor of

direct labor requirements than the basic learning curve model.

Summary

With the problem narrowed and the objectives outlined,

the next chapter is devoted to a review of past research

approaches and findings. Chapter III will discuss the research

hypotheses and the methodology for testing these hypotheses.

A brief summary of assumptions and limitations about methodo-

logy will close Chapter III. Chapter IV will discuss data

analysis and evaluation. Finally, Chapter V will contain the

summary, conclusions, and recommendations of this research.

'a
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CHAPTER II

A HISTORY OF LEARNING CURVE THEORY AND

ITS USE IN PREDICTING LABOR HOUR

REQUIREMENTS

The learning curve has been used extensively in the
aircraft industry during the last thirty years to assist
in cost estimating for major DOD weapons acquisition
programs. Since the introduction of the basic learning
curve model, a number of variations have been developed
in an attempt to achieve a greater accuracy in predict-
ing actual cost figures [6:6].

Since the standard learning curve model forms the basis for

all variations that followed, this chapter will first discuss

the original model and its limitations. Then a chronology of

the major research efforts that resulted from the traditional

model will follow.

Standard Learning Curve Model

T. P. Wright is generally regarded as the pioneer of

learning curve theory. After his initial research, learning

curve tables were in use at McCook Field, Dayton, Ohio as

early as 1925 (4:49-50). Wright's 1936 article on the applica-

tion of the learning curve to aircraft manufacturing cost

estimation is widely regarded as the initial substantive

effort in mathematically modeling the learning phenomenon for

aircraft manufacturing (17:ZD26). As a result of increased

aircraft production during World War II, the U.S. Government

6



T

sponsored a statistical analysis by the Stanford Research

Institute on World War II airframe direct labor data. The

Stanford study resulted in two important achievements: 1) it

confirmed the learning curve effect on World War II production

and 2) it demonstrated the value of a learning curve model for

use in cost analysis (17:2D26-27).

It can be intuitively discerned that for labor pro-
duction processes which are repetitious, each succes-
sive equivalent unit of production will require fewer
direct manhours, and that the manhours required decrease
at a decreasing rate. This phenomenon, known as the
learning or experience curve, has two basic variations.
The variation validated by the Stanford study is known
as the "unit curve" or "Boeing" theory (11:2D28; 7:273),
and can be expressed mathematically by the formula:

Y = AXb

where:

Y represents the direct labor hours for the "xth"
unit,

X represents the total number of units manufactured
in the process,

A represents the number of labor hours to produce
the first unit manufactured in the process, and

B represents the slope parameter or a function of
the improvement rate.

The slope of the curve can be expressed as a percentage,
which is the ratio between the per unit cost at any unit
and the percent cost at double that number of units (2:
199). The "cumulative average" or "Northrop" variation
(described by Wright in his 1936 article) measures the
average cost for X units rather than cost for the xth
unit. Its mathematical form is:

=AXB

"Where Y is the cumulative average cost of all production
up to and including the xth unit. The other parameters
are the same as for the unit curve theory (11:2D29]."
While the Boeing and Northrop models can be manipulated
in the same manner, the user should be aware of the

0, difference between the unit cost and cumulative unit
cost measured by these respective models. The unit
learning curve will be the model used for the rest of
this paper [6:7-9].

7
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Limitations of the Standard Learning

Curve Model

Probably due to its simplicity, intuitive appeal, and
long history, the learning curve model is still widely
used. However, the learning curve model does not take
into account the exogenous changes in the rate of pro-
duction. Those exogenous changes are a concern of this
research, as is their effect upon the total direct labor
requirements.

Concern about exogenous changes in production rate is
justified by the following factors: (1) workers will
adjust according to pressure to speed up or slow down
production; (2) as more workers are employed, the dis-
tribution of tasks to each individual worker should
narrow; and (3) at higher production rates, tooling
costs can be more widely allocated to larger numbers of
units (21:44).

Fiscal prudence dictates that each echelon within
DOD strive for accurate cost prediction in order to
budget, manage, and control. It naturally follows that
the importance of production rates in cost estimating
must be investigated fully, and that DOD buyers must
consider the effects of production rate changes through-
out the acquisition process [16:11).

History of Efforts to Add Production

Rate Variable

The focus of this research involves the addition of the

production rate as a second independent variable in the learning

curve model. This section will present a chronological history

of some of the more important work that has been done in this

bregard. The list is not exhaustive, and is intended only to

provide the reader with a summary of the most widely recog-

!A nized research efforts in this field. Not all researchers

have agreed about the usefulness of the production rate vari-

able. However, recent efforts show great promise for the pro-

duction rate to aid in more accurate predictions of labor
8
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requirements.

Harold Asher Study

Asher examined the relationship between cost and quan-

tity in the airframe industry. Using empirical data from

several airframe production programs, he subjectively evalu-

ated the effect of the production rate on direct labor hour

requirements. Asher identified two ways in which the produc-

tion rate could affect unit labor cost. First, it can affect

the amount of machine set-up time charged to each unit of pro-

duction. Second, it can affect the number of subassemblies

in the manufacturing process which, in turn, affects the

number of hours of subassembly work charged to each unit. He

concluded that production rate was not very important as a

predictor when compared to the effect of cumulative production

(2:86-87).

Alchian and Allen Research

Alchian and Allen advanced the idea that production

cost is dependent on three production variables: 1) total

volume of the item to be produced, 2) production rate, and 3)

amount of time from the decision to produce until the first

output occurs (15:19). They drew three major conclusions.

b First, larger total volumes lead to smaller unit costs because

of increased product standardization that accompanies larger

volume. Second, unit costs increase with increasing produc-

tion rates because more overtime and less efficient workers

are needed to support the increased production rate. Third,

9/
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the cost variable increases if the initial production start-

up time is compressed. They explained that less efficient

procedures are used than if time were allowed to prepare

properly for production. Subsequent effort must be expended

to correct these inefficiencies and results in higher unit

costs (1:308-322).

Although Alchian and Allen did not test their conclu-

sions on actual data, it is felt that their ideas may have

application to the airframe industry (15:20).

Gordon J. Johnson Article

Johnson predicted labor requirements for rocket motors

using an additive model which considered both the rate effect

and the learning effect. The model he used was

y - A + BX1 + CX2

where:

y represents direct labor hours per month,

X1  represents production rate in equivalent units per
month,

X2  represents cumulative units produced as of the end
of each month, and

A,B,C,Z are model parameter3.

Johnson regressed this model against four sets of
rocket motor data. His results are shown in Table 1.
As depicted in the table, Johnson had good results
(high R2) with data sets 1 and 4, fair results with
data set 2, and poor results with data set 3. Johnson
explained data set 3's poor results as being due to an
inadequate accounting system used by the manufacturer.
He concluded that the production rate is a significant
determinant of direct labor requirements [6:10].

10
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TABLE 1

Summary of Johnson's Regression Analysis

Coefficients of ,
Determination (R2)

Regression Variables Data Set

1 2 3 4

Labor Hours vs Cumulative Units .753 .395 .00678 .763

Labor Hours vs Cumulative Units .932 .808 .308 .92
& Production Rate

*R2 represents the proportion of the variation in direct
labor hours that is explained by the regression model.

Source: (8:34)

Joseph A. Orsini Thesis

Orsini (12:57-80) tested Johnson's rocket motor model

using airframe data from the C-141 program. He employed the

following procedure: 1) regression analysis was performed on

the data using the standard unit learning curve model, 2)

regression analysis was again performed using Johnson's three

dimensional additive model that incorporated rate of produc-

tion, and 3) analysis was performed after converting Johnson's

additive model into a multiplicative one which is stated as

follows:

sI o $1 02
Ye • X1  2

where

Y represents the direct labor hours per quarter,

.4 X1  represents the number of units produced per quarter,

?, 11

U .(j__



X2 represents the cumulative number of units produced

as of the end of each quarter,

8,B1,82 are model parameters, and

e is the base of natural logarithms.

Orsini concluded that 1) inclusion of the production rate as

an independent variable significantly improved the predictive

ability of both the additive and multiplicative models and 2)

the multiplicative model performed better as a predictor than

did the additive one because it eliminated the need to esti-

mate the parameter Z (12:71).

Large. Hoffmayer. and Kontrovich

During an effort to develop a general cost model spon-

sored by the Office of the Secretary of Defense, these three

investigators examined data from major airframe acquisitions

relating to the effect of production rate on cost. The model

used, according to Smith (15:29-30), is of the form:

Yi - A - wB . SC . rD

where:

Yi represents the cumulative direct manufacturing
labor hours through unit number i,

w represents the program average weight in pounds
as expressed by the Defense Contractor Planning
Report (DCPR),

s represents the maximum design airspeed in knots,

r represents the production rate expressed as the
acceptance span in months for the first i air-
frames (for their investigation Large, Hoffmayer,
and Kontrovich chose i arbitrarily to be 100 or 200),

A,B,C,D are model parameters.

12A
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Large, Hoffmayer, and Kontrovich concluded that the

effects of the production rate could not be predicted with

confidence, especially in the early stages of a major acqui-

sition. They felt that each case must be considered separately

(9:50-51). Smith (15:31) indicated that the use of an accept-

ance span as a proxy for production rate masked the true

effect of the production rate because of the resultant averag-

ing effect.

Joseph Noah Research

Noah analyzed cost data to find the effect of produc-

tion rate on airframe costs. His model for the data was:

yaeA .XB.X C.X D1e 2 ~3

where:

y represents average direct labor hours per pou)d
of airframe for each airframe lot,

e is the base of the natural logarithm,

X1  represents the cumulative volume in pounds of
aircraft produced by the midpoint of each air-
frame lot,

X2  represents the production rate in average pounds
of airframe delivered per month for the entire
period,

X3  represents the annual volume of aircraft in

airframe pounds, and

A,B,C,D are model parameters.

Noah averaged the estimated regression coefficients
from two sets of data, one on the F-4 and the other on
the A-7, and tried to develop a generalized cost model.
Smith felt that this approach was questionable and that
the model needed to be tested on additional aircraft
programs to determine if it did actually serve as an
accurate predictor. Also, Smith stated that while the

13



lot average airframe delivery rate was a practical
representation of the production rate, the average
delivery rate variable appears to lag the average
expenditure of hours required to produce the air-
frames delivered (6:10, 12].

Larry L. Smith Dissertation

Smith developed a model for airframe production that

included a production rate variable to test the idea that

production rate changes can explain changes in direct labor

requirements (15:35). He adapted a modified version of Orsini's

multiplicative model as follows:

- o 1 8z e.

Y. X 1 X *2 10eYi "0 " li " 2i "i

where:

Y. represents the unit average direct labor hours
needed to output each pound of airframe in lot i,

Xli represents the cumulative learning accfued from
experience on all airframes of the same type
through lot i,

X2 i represents the production rate of lot i for all
airframes of the same type,

•i represents the variation of each dependent
variable which is not explained by the two
independent variables,

80,81,82 are parameters in the model (15:43).

Smith also linearized the model to facilitate multiple linear

regression. The linearized form was (15:45):

Log Y. - Log +iog i Log + ei8i 80 LogXi B2 L X2 ~i

Smith used two proxies for the pToduction rate variable.

I, The "lot average manufacturing rate" included the number of

airframes in a lot divided by the lot time span, where lot time

14
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span was the time between release date from the lot for the

first airframe in the lot. The "lot delivery rate" was the

actual monthly airframe acceptance rate (15:11-13).

To test the accuracy of his model versus the standard

learning curve model, Smith employed a "reduced" model which

was merely his model, or "full" model, minus the production

rate variable. The "reduced" model was a unit learning curve

model as follows (13:43):

-1 
loei

Regression of historical data with each model allowed Smith to

identify the contribution of predictive ability by the produc-

tion rate variable (16:17-18).

Evaluating data from the F-4, F-102, and KC-13S airframe

production programs, Smith reached the following conclusions:

1) in each case, the production rate variable was negatively

* correlated with unit direct labor requirements, 2) both proxies

to the production rate variable were important contributors to

the full model's predictive ability, and 3) as evidenced by

the R2 values he obtained, the full model more closely fit the

data than the reduced model (15:142-146). Tables 2 and 3

summarize Smith's regression analysis and predictive ability

test results.

Congleton and Kinton Thesis

Using the same methodology, Congleton and Kinton repli-

cated Smith's research for the T-38 and F-S airframe production.1!
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TABLE 3

Summary of Smith's Predictive Ability

Test Results

Test Percentage Deviation*
Situation Full Model Reduced Model

No. _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

1 -2.6 14.5

2 2.2 13.6

3 Not Reported 13.6

4 1.8 5.3

5 3.1 5.3

6 -7.8 Not Reported

7 ** Not Reported

8 -0.7 1.1

9 -4.2 1.1

10 -1.1 5.6

11 3.5 Not Reported

12 2.2 -3.3

13-16 *

*These tests were conducted as described in Chapter IV of
this research (15:56). All percentages are rounded to
nearest tenth.
**Smith reported the results were deviations greater than
than those for test situation 6, but did not report a
value (15:96).
***Smith reported that predictive ability tests were im-
practical for situations 13 through 16 because observa-
tions were limited to seven (15:71-131).

'1
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programs. They reached the same basic conclusions as Smith;

however, in one of the thirty test situations they reported

that R2 was higher for the reduced model than for the full

model, but by less than one percent (5:91-93).

Stevens and Thomerson Thesis

Stevens and Thomerson replicated Smith's model for air-

craft avionics systems. Specifically, they examined the

Magnavox ARC-164 radio and the Teledyne Computer Signal Data

Converter. After applying the methodology set forth by Smith,

Stevens and Thomerson formed the following conclusions: 1)

production rate was a significant explainer of variation in

direct labor hours in nine of ten cases, 2) the predictive

ability of the full model was better than that of the reduced

model for 18 months into the future, 3) the standard learning

curve (reduced) model consistently overestimated direct labor

hours while the full model stabilized predictions over an

extended interval, 4) regression coefficients are unique to

the program for which they are derived, and 5) the overall

applicability of Smith's model has wide potential and can be

tailored to various other programs (16:102-104).

Crozier and McGann Thesis

Crozier and McGann also replicated Smith's research.

They applied both the reduced model (standard learning curve)

ki and the full model to three aircraft engine programs: 1)

the General Electric J-79, 2) the Allison TF-41, and 3) the

Pratt and Whitney F-100. They found that the production rate

18



significantly explained variation in direct labor hours in

three of six cases examined, with especially good results on

the F-1O0 engine. On all engine programs, the full model

was a better predictor than the reduced model. Crozier and

McGann concluded that the results when using Smith's model

depend a great deal on the type of weapon system. This last

finding justifies the need for more replication efforts of

Smith's model (6:92-94).

Summary

The dominant theme of the literature review has been

the relationship between production rate and direct labor

hour requirements. While not all researchers have agreed,

there is significant evidence that production rate is ai

important contributor to the predictive ability of learning

curves. This research will examine that relationship for

selected missile production programs. Chapter III will out-

line the methodology used in this research effort.

1
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CHAPTER III

RESEARCH METHODOLOGY

This chapter outlines the research hypotheses and the

methodology used to test them. The chapter is divided into

six sections as follows:

1) Objectives and Approach,

2) Model Variables,

3) Model Definitions and Assumptions,

4) Research Hypotheses,

S) Data Collection and Treatment,

6) Summary.

Objectives and Approach

The objectives of this research were: 1) to determine

if the direct labor requirements for missile production were

affected by the production rate, and 2) to determine if the

production rate model was a better predictor of labor require-

ments than the basic learning curve model. Meeting these

objectives also established the applicability of Smith's pro-

duction rate model to missile production.

The approach was to collect historical production data

from two missile programs, the Maverick manufactured by the

Hughes Corporation, and the Short Range Attack Missile (SRAM)

manufactured by the Boeing Company. These data were then

'7 20

I'I



evaluated using Smith's production rate model. As in all

previous research using Smith's production rate model, the

model was adjusted to specific data groups. No attempt was

made to develop a generalized labor hour model to be used in

all types of missile production.

Model Variables

The three variables evaluated in this analysis were:

1) direct labor hours,

2) cumulative output,

3) production rate.

Since it was desirable to improve the ability to predict dir-

ect labor hour requirements, this variable was designated as

the dependent variable. Cumulative output and the production

rate were treated as independent variables.

The Direct Labor Hours Variable

Direct labor is usually measured in hours, although it

is occasionally measured in dollars. Whenever the data are

expressed in dollars, care must be taken to accurately account

for inflation. The primary determinants of total direct labor

are: fabrication labor, assembly labor, and test labor. De-

h pending on the individual contractor, the data may be expressed

as total labor or any combination of the component parts (fab-

rication, assembly, and test). The exact form of the data is

unimportant as long as a consistent unit of measurement is

maintained.

211
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The Cumulative Output Variable

Records are normally kept for the number of missiles

completed each month. The cumulative output is the total

number of missiles completed since the beginning of the pro-

duction program as of the end of a specific accounting month.

The Production Rate Variable

The production rate is simply the number of missiles

completed during an accounting month. For some production

processes, the production rate is difficult to accurately

assess. Whenever this situation occurs, a proxy must be

developed for the production rate. Commonly used proxies are

the delivery rate and the acceptance rate. A caution is in

order whenever proxies are used. For example, the delivery

rate (e.g. as reflected on DD Form 250 acceptance document)

to an operational wing may bear little or no resemblance to

the actual production rate at the plant. Actual production

rates are preferrable if the data are available. If proxies

must be used, they should be chosen with care so as not to

entirely mask the effect of production rate variations.

Model Definitions and Assumptions

Chapter II discussed the two models used by Smith, which
b

he called the "full model" and the "reduced model". For ease

of reference, the models are repeated here.

Model Definitions

The reduced model is the basic learning curve where:

22
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Yi "O"Xli "I

In the full model the production rate variable is added as

follows:

81 82 e.
Y i B $0  X li X2i 1 10 1

The terms used in these models are defined as follows:

Yi represents direct labor hours,

Xli represents cumulative output,

X2i represents the production rate,

ei  represents the variation which is left unexplained
by the variables in the model, and

80,81,82 are regression coefficients.

To facilitate multiple linear regression of the two

models, they were transformed to a linear form by taking the

logarithm of each term. The logarithmic form of the reduced

model is:

Log Yi . Log 80 + 81 Log Xlii + ei

and the logarithmic form of the full model is:

Log Yi .Log 80 + 81 Log Xli + 82 Log X2i + ei

Assumptions

The statistical significance of the results of the re-

gression was tested using appropriate F-distribution statis-

tics. To establish the validity of these tests, it was

necessary to make some assumptions concerning the error terms

in the model. First, the error terms were assumed to be

23
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normally distributed with a mean of zero and constant vari-

ance. Second, the error terms were assured to be independent

of each other and of the independent variables (10:30-31).

The first two assumptions were tested using the procedures

described in Criterion Test One (A).

A third assumption concerns a problem which frequently

develops in multiple linear regression, that of multicollin-

earity. Multicollinearity exists when there is a high corre-

lation between or among independent variables, which in this

research were cumulative output and production rate. If a

strong correlation exists between or among independent vari-

ables, the F-test may find the marginal contribution of one

or more variables to be statistically insignificant when, in

fact, they may be good explainers of variation in the depend-

ent variable if considered separately (10:341).

While multicollinearity can be a serious problem if

the model is to be used for control, it is not as serious a

problem when the purpose of the model is to predict as was

the case in this research (10:342). The contribution made

by adding the production rate to the reduced model was sub-

jectively evaluated by comparing predictions of the reduced

model to those of the full model. Therefore, it was assumed

the varying degrees of multicollinearity had no substantial

impact on the short-range predictive abilities of the model.

Research Hypotheses

Two hypotheses were tested. The first hypothesis was

44



' 7 ....... ............. "- _. • -----------------. , _ _ v . .. .

that the production rate explained a significant amount of

the variation in direct labor requirements for missile pro-

duction. The second hypothesis was that the production rate

(full) model predicted direct labor requirements for missile

production better than the reduced model did.

Research Hypothesis One

The first research hypothesis was tested in two steps.

The first step examined the statistical significance of the

model's regression coefficients by regression analysis of

historical missile production data. The second step involved

the use of two criterion tests to evaluate the appropriate-

ness of the model for the data. 'The dependent variable of

the full model, in log-linear form, was subjected to regres-

sion analysis. The independent variables were the logarithms

of cumulative output and the production rate.

Statistical Hypothesis One (A)

Statistical Hypothesis One (A) stated that the cumula-

tive output variable and the production rate variable were

related to labor hours as shown in the model. The null hypo-

thesis and its alternative were formed as follows:

H0 : 81 and 82 - 0

H1 : 81 0 and/or 8z 0 0
I2

The decision rule was as follows: the null hypothesis

was rejected if the test statistic (F-ratio) was greater than

the critical statistic (F-critical) at the 0.05 level of

25/



significance. F-critical values were extracted from Neter

and Wasserman's F-distribution tables (10:807-813).

Mathematically,

F-ratio - MSR/MSE

MSR - SSR/(p-l)

MSE - SSE/(n-p)

where:

MSR represents the mean of the regression sum of
squares in logarithmic form,

MSE represents the mean of the error (or residual)
sum of squares in logarithmic form,

SSR represents the regression sum of squares in
logarithmic form,

SSE represents the error (or residual) sum of
squares in logarithmic form,

n represents the number of observations, and

p represents the number of parameters in the model
(10 :45, 79, 227-228).

The F-ratio compared the explaird variance (MSR) to the unex-

plained variance (MSE), and thus determined the ability of

the model to explain the variance of the dependent variable.

Statistical Hypothesis One (B)

The hypothesis tested the ability of the production

rate variable, when combined with the cumulative output vari-

able, to explain additional variation in direct labor hours

per missile. Statistically, the null and alternate hypotheses

were:

Y' H0 : 82 - 0

H1 : 1 2 0

*1 26
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As before, the null hypothesis was rejected if the test

statistic F* was greater than the critical statistic Fc at

the 0.05 level of significance. The value of F* was deter-

mined as follows:

F* - AR2 /g

(1-RZ) / (n-k-l)

where:

AR2 represents the increase in explained variation
caused by the addition of the logarithm of the
production rate variable to the reduced model,

R2 represents the amount of variation in direct
labor hours explained by the logarithmic form
of the full model,

g represents the number of variables (in this

case, one) which cause the increase in R2 ,

n represents the number of observations,

k represents the total number of regressors, and

n-k-l represents the degrees of freedom in the
unexplained variation (18:435).

The F* statistic in this test yielded a ratio of the increase

in explained variance to the remaining unexplained variance

which resulted from introducing the production rate variable

into the reduced model.

However, Neter and Wasserman (10:253) indicate that the

increase in explained variance caused by introducing the pro-

duction rate variable must be qualified if correlation

(multicollinearity) exists between the independent variables.

Whenever correlation exists, the increase in explained vari-

ance is not solely the result of adding the new independent

variable. So, when the production rate variable is added to

27
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the model, the magnitude of the change in explained variance

is partially caused by the already present effect of the

cumulative output variable.

When independent variables are correlated, there is
no unique sum of squares which can be ascribed to an
independent variable as reflecting its effect in re-
ducing the total variation in Y. The reduction in
the total variation ascribed to an independent vari-
able must be viewed in the context of other independ-
ent variables included in the model whenever the
independent variables are correlated [10:253].

Criterion Test One (A)

The first criterion test for the appropriateness of the

model concerned the assumptions about the residuals, or ob-

served errors. The model was considered appropriate for the

data if assumptions about constant variance of residuals,

independence of residuals, and normal distribution of resi-

duals could not be rejected on the basis of appropriate tests

(10:240).

The assumption of constant variance of residuals was

tested by plotting the residual values against the predicted

values of the dependent variable. The assumption was accepted

if the plot revealed an even distribution (no discernible

pattern) and if most residuals were within one standard error

of the estimate (10:239-240).I

The Durbin-Watson Test (11:358-361, 816) was used to

check for independence of residuals. The test determined

whether or not the autocorrelation parameter P was equal to

zero. The test alternatives were:
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H0 : P > 0

Hi: p - 0

A statistical package called "STAT II" in the Copper Impact

Library at the Air Force Institute of Technology calculated

the Durbin-Watson statistic designated as D. Table A-6 in

the Neter and Wasserman text contained upper and lower bounds

(du and dL) for various sample sizes, levels of significance,

and numbers of independent variables. The calculated sta-

tistic D was compared to the upper and lower bounds in the

table at the .05 level of significance. The decision rule

was as follows:

If D < du, conclude H0

If D > dL, conclude HI

If d L D < du, the test is inconclusive.

If alternative H1 was concluded, the residuals were considered

to be independent.

The assumption of normal distribution of residuals was

tested in two ways. The first, and more stringent, test was

the Kolmogorov-Smirnov (K-S) test. If the K-S test indicated

a problem, then the residuals were plotted on normal proba-

bility paper to see if the plot approximated a straight line

(11:107-108, 112).

The basis of the K-S estimation procedure is the cumu-

lative sample function, which is denoted by S(X). S(X)

specifies for each value of X the proportion of values less

than or equal to X, i.e. S(X) is simply a step-function

*29
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ogive (11:403). The K-S procedure utilizes a statistic,

denoted by D(n), which is based on the differences between

the cumulative sample function S(X) and the true cumulative

probability function F(X).

D(n) - MaxIS(X) -F(X)j

In other words, D(n) equals the largest absolute deviation

of S(X) from F(X) at any value of X. D(n) is shown as a

function of n because it depends on the sample size. Sur-

prisingly, however, it does not depend on the specific form

of F(X). Hence the K-S procedure may be used for goodness

of fit tests for any shape distribution, and was used in this

case to see if the residuals were normally distributed (11:

403-404).

The K-S statistic used in this research was calculated

by the STAT II package in the Copper Impact Library. If the

calculated statistic was below the critical value in the

D(n) table (10:709), the data were considered normal. Stated

in hypothesis form:

H0 : K-S* > D(n)c

H1 : K-S* < D(n) c

Criterion Test One (B)

The second test of the appropriateness of the model

involved the use of the multiple coefficient of determina-

I, tion, known as R'. The R value measured the proportion of

variation in direct labor hours that was explained by the
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regression model. R2 was calculated by subtracting the quo-

tient of SSE/SSTO from one. The error sum of squares, SSE,

was the summation of all squared residuals, and was formally

defined in statistical hypothesis one (A). The total sum of

squares, SSTO, was calculated by summing the squared differ-

ences between each observed value and the mean of the depend-

ent variable (10:77).
R2

In this model, R as a valid measure of explained vari-

ation was somewhat obscured by the transformation of the model

to the logarithmic form. R2 in that form represented the

logarithmic value of direct labor hour variation rather than

variation in actual hours. Smith, in his research, developed

a more meaningful statistic which he called R2 (actual) (15:

53). R2 (actual) was calculated in the same way that R2 was,

except that the SSE and SSTO values were calculated after

transforming the observed and predicted values of the depend-

ent variable from logarithmic to actual form. In that way,

the variation was represented in actual hours instead of

logarithms.

An appropriate model for the data would explain a high

proportion of variation in direct labor, and would consequent-

ly yield a high R2 (actual). Therefore, in this criterion

test, an R2 (actual) value of .75 or higher was selected as

the level at which the model could not be rejected as inappro-

Apriate.

If the model was not rejected by either of the statisti-

cal tests or criterion tests, its predictive ability was then
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tested under research hypothesis two.

Research Hypothesis Two

As stressed in Chapter I, a primary objective of this

research was to determine which form of the learning curve

would best predict direct labor hour requirements in a con-

tinuing missile production program. After the full model

was successfully developed under research hypothesis one,

its predictive ability was compared to that of the reduced

model. Research Hypothesis Two stated that the full model

would be a better predictor than the reduced model.

Smith's production rate model simulated future predic-

tive ability by performing a stepwise truncation of the

historical data. Smith described the process as follows:

In a real application of the model, the prediction
would be beyond the range of the historical data.
The only way to test the accuracy of the prediction
would be to wait and see how many hours it takes to
build the next airframe lot. To simulate this situa-
tion, the regression coefficients in the model are
estimated with the last few observed data points
omitted. Then using the new model, omitted values
(which are known but not used in estimating the model
coefficients) are predicted. Comparisons are then
drawn between the actual and predicted hours as a
subjective measure of predictive ability 115:56].

In this research, 12 data points were omitted and then

predicted. Twelve data points were chosen to simulate the

typical "real world" application of learning curve models

to estimate costs for the next fiscal year (12 months) of

production.

S: The second research hypothesis was evaluated using both

a statistical hypothesis and a criterion test. The statistical
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hypothesis was used to determine whether the full model was

significantly better than the reduced model in predicting

the labor hour values omitted in the prediction simulation.

Where the full model was found to be a significantly better

predictor based on the statistical test, a criterion test

was then applied to established whether the improved predic-

tive ability of the full model had a practical significance

as well.

Statistical Hypothesis Two

A statistical test was performed to determine if the

average absolute deviation of the full model (IDFI) was sig-

nificantly less than that of the reduced model (IURI). The

average absolute deviation for each model was computed by

taking the absolute value of the difference between the actual

and predicted direct labor hours occurring in each test situa-

tion, then separately summing the absolute deviations for

each model in all test situations. Statistically, the null

and alternate hypotheses were:

HO: [IYRI < (FI

H1 : IDRI > IDFI
!1

The hypothesis was tested using the Student's t distri-

bution (less than 60 test situations) and the Z statistic (more'4 than 60 test situations). The assumptions of normal distribu-

tion and randomness of the deviations, examined in research

hypothesis one, remained in effect during this test. The

decision rule using the Student's t statistic was as follows:

33
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Reject H0 if t > tc (.05)

where:

t - (iI IF1)/v'(s /N) *(SF2/N)

and

SR represents the variance of the distribution of
deviations obtained with the reduced model,

S 2represents the variance of the distribution of
deviations obtained with the full model,

N represents the number of test situations,

tc represents the critical t value obtained from
a table of Student's t critical values (18:208-215).

Criterion Test Two

Where the improved predictive ability of the full model

over the reduced model was shown to be statistically signi-

ficant, the model was then subjected to a test of practical

significance. This test was necessary because 1) the re-

duced model, although shown to be a statistically less

accurate predictor, could still be sufficiently accurate for

practical application, or Z) the full model, although shown

to be a statistically better predictor than the reduced model,

could still be so inaccurate as to be of no value in practi-

cal application. In either instance, the addition of the

production rate variable would not be considered worthwhile

from a cost/benefit standpoint.

To perform the criterion test, the individual deviations

computed for the full and reduced models in each test situation

under statistical hypothesis two were converted into a measure

34
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of deviation expressed as a percentage of the actual direct

labor hours. The use of percentages facilitated comparison

of results between programs whose values for direct labor

hours were relatively small and programs whose values for

direct labor hours were relatively large. Two categories

were then established for the deviations.

These categories provided a basis for comparison of

the predictive ability of the two models. When percentage

deviations fell in the range from greater than five percent

to ten percent, the predictive ability was categorized as

good. When percentage deviations were five percent or less,

the predictive ability was categorized as excellent. The

number of test situations in which the percentage deviations

fell into each category was then separately summed for the

full and reduced models. Totals for each category and model

were then subjectively compared and the model with the

greater total number of good and excellent predictions was

judged to have the better practical predictive ability.

Data Collection and Treatment

Historical data from two separate missile production

programs, SRAM and Maverick, were collected. Because of

differences in programs, data collection and treatment of theb

model variables are discussed separately for each program.

Pertinent background information and treatment of the vari-

ables will be discussed first for SRAM and then for Maverick.
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The SRAM Program

The AGM-69, better known as SRAM, was produced by the

Boeing Aerospace Company in three production runs (A, B, and

C) for use on the B-52, FB-lll, and was projected for use on

the B-i. Production of this air-launched missile occurred

from February of 1972 through August of 1975, a period of

42 months.

There were three elements of production direct labor

1hours for the SRAM program: fabrication, minor assembly,

and major assembly. Fabrication was defined as shop effort

expended in the manufacture of individual detail parts in

economic lot sizes. This effort included such activities as

shearing, shaping, drilling, and machining. Minor assembly

was defined as shop effort expended in joining of detail parts

by methods such as welding, riveting, soldering, and bolting.

Minor assembly was normally conducted in economic lot sizes.

Major assembly was defined as shop effort expended in joining

sub-assemblies into a final product and included a functional

test of the end product. Major assembly was conducted on a

unit by unit basis.

At the one hundredth unit of production, an accounting

change caused an aberration in the labor hours for fabricationb

and minor assembly. Adding the fabrication hours and minor

assembly hours resolved this problem. Therefore, for the

iThis information was obtained during a visit to the
manufacturer's plant in Seattle, Washington in December 1979.
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purpose of this research, fabrication and minor assembly were

considered together as one category.

The SRAM data were collected from two sources. The

Boeing Company provided data for the dependent variable,

actual direct labor hours per missile. The Boeing data also

contained delivery rates to operational wings as recorded on

DD Forms 250. As indicated before, delivery rate can be used

as a proxy for the production rate. The Strategic Systems

Program Office (Strategic SPO) at Wright-Patterson AFB provided

data for the independent variables, cumulative output and pro-

duction rate. This data contained the actual production rate

per accounting month. Accounting months were derived using

a perpetual calendar to identify the number of working days

per calendar month. A problem was encountered with this data

in that some of the information was missing. Of the 42 possible

data points, only 22 were available, thereby creating an un-

intended sample of the overall population. The possibility

of sampling error decreased the confidence in the analysis

results. However, the sample was large enough to generalize

the results to the population. An exact sampling error could

not be computed because the sample was not randomly chosen.

Four models were derived from the SRAM data based on

various treatments of the variables. The four models and

treatment of the variables within each model are discussed

below.
4

Model 1. The dependent variable for Model 1 was desig-

nated Yf and represented the fabrication/minor assembly
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component of total direct labor hours. The independent vari-

ables were treated the same for Models 1 through 3 and are

discussed here, but not repeated in the discussion of Models

2 and 3. The production rate used was designated X2 and was

the actual production rate obtained from the Strategic SPO.

Summing each month's actual production rate resulted in the

cumulative output variable which was designated XI .

Model 2. The dependent variable for Model 2 was desig-

nated as Ya and represented the major assembly portion of

total direct labor hours per unit.

Model 3. The dependent variable for Model 3 was desig-

nated Yt and represented the sum of total direct labor hours

per unit.

Model 4. The dependent variable for Model 4 was desig-

nated Yt and represented total direct labor hours per unit.

However, differing from Models 1 through 3, the delivery rate

(DD250) was used as a proxy for the actual production rate.

Model 4 was used for two reasons: 1) to assess the perform-

ance of the delivery rate as a proxy for the actual production

rate, and 2) the use of the delivery rate proxy allowed the

utilization of all 42 data points (months) and provided a

point of reference to ascertain the severity of the sampling

error in Models 1 through 3. The delivery rate data were

recorded by calendar month. Once again, summing each month's

delivery rate resulted in the cumulative output.

The Maverick Program

Production of the air-launched Maverick missile (AGM-65)
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occurred from April 1972 through April 1978, resulting in

73 data points (months). Data for the Maverick program were

obtained through the cooperation of personnel at the Hughes

Aircraft Company plant in Tuscon, Arizona. The elements of

direct labor hours (fabrication, assembly, and test) were

essentially the same as for SRAM, with two notable exceptions.

First, the hours for testing of end-items were recorded sep-

arately rather than being included as part of assembly.

Second, all labor hours whether they be fabrication, assembly

or test were separated into two component parts. These two

components were called Standard Hours and the Unit Index.

Standard Hours represented the number of hours required

to perform a specified task under ideal conditions as deter-

mined by time and motion studies. Standard Hours corresponded

to learning that resulted from methods improvements during the

life of the program. The Unit Index measured the deviation

between actual performance and the ideal standard. The Unit

Index corresponded to "hands on" labor learning that occurred

during the program. When multiplied together, Standard Hours

and the Unit Index resulted in actual direct labor hours used

to accomplish a major task (such as fabrication, assembly, or

b test).

The dependent variable, then, was calculated by multi-

plying standard hours by the unit index to obtain direct

labor hours. The raw data did not specify the actual number

of hours on a unit by unit basis, but averaged the total

number of hours expended on all units produced during an
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accounting month. This system resulted in Maverick labor

hours being reported on an equivalent unit basis. Derivation

of the independent variables was done in the same manner as

for the SRAM program. The actual monthly production rate

reported by Hughes was available for all 73 months of produc-

tion. The production rate was simply the number of missiles

completed during an accounting month and was designated as X2.

Summing each month's production rate yielded the cumulative

output, designated as X1 .

Eight models were developed for the Maverick program

and were designated as Models 5 through 12. The models are

discussed below.

Model S. The dependent variable for Model S was desig-

nated as Yf and represented the fabrication portion of average

total direct labor hours per equivalent unit. The independent

variables were developed as indicated above for all eight

models and are not discussed here.

Model 6. The dependent variable for Model 6 was desig-

nated Ya and represented assembly labor hours per equivalent

unit.

Model 7. The dependent variable for Model 7 was desig-

nated Ytst and represented test labor hours per equivalent unit.

Model 8. The dependent variable for Model 8 was desig-

nated Yt and represented the sum of total direct labor hours

per equivalent unit.

Model 9. The dependent variable for Model 9 was desig-

nated Y tu and represented the unit index portion of total direct
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labor hours per equivalent unit.

Model 10. The dependent variable for Model 10 was

designated Ytsh and represented the standard hours posi-

tion of total direct labor hours per equivalent unit.

Model 11. The dependent variable for Model 11 was

designated Yfu and represented the unit index portion of fabri-

cation hours per equivalent unit.

Model 12. The dependent variable for Model 12 was

designated Yfsh and represented the standard hours posi-

tion of fabrication hours per equivalent unit.

- Models 9 through 12 were included to be able to assess

the relative effects of standard hours (methods improvements)

and the unit index (labor learning by the workmen). Total

hours and fabrication hours were the only models evaluated in

this manner because of limited computer resources.

Data Treatment Summary

Historical production data were gathered for the SRAM

program and the Maverick program. The data were used to

develop one dependent and two independent variables for use

in multiple linear regression analysis. Various combinations

of the data resulted in 12 models which are summarized in

Table 4.

Summary

Historical production data were analyzed using least

squares multiple linear regression. The research hypotheses
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TABLE 4

Summary of Models for Regression

Model Program Dependent Variable
(direct labor hours)

1 SRAM fabrication/minor assembly hours

2 SRAM major assembly hours

3 SRAM total hours

4 SRAM total hours*

5 Maverick fabrication hours

6 Maverick assembly hours

7 Maverick test hours

8 Maverick total hours

9 Maverick total hours** (unit index)

10 Maverick total hours** (standard hours)

11 Maverick fabrication hours** (unit
index)

12 Maverick fabrication hours** (standard
hours)

*For Model 4, the delivery rate as recorded on DD Form 250
was used as a proxy for the actual production rate.

*Models 9 through 12 were included to show the comparative
effect of the unit index (labor learning by the workmen)
versus standard hours (methods improvements).

were tested using the statistical and criterion tests described
t

in this chapter.

The first hypothesis was evaluated using two statistical

tests and two criterion tests. If all tests were passed, the

full model was validated. The conclusion sought was that the
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production rate explained a significant amount of the varia-

tion in direct labor hour requirements for missile production.

The second research hypothesis was evaluated using one

statistical test and one criterion test. If both tests were

passed, the full model was shown to have better practical pre-

dictive ability than the reduced model.

Certain assumptions were necessary for the regression

model to be appropriate. The strength and validity of the

conclusions drawn from the research hypotheses were dependent

on the applicability of these assumptions. Further, the

methodology contained certain limitations which must be con-

sidered. A summary of the assumptions and limitations follows.

Assumptions

i. Historical data obtained from the manufacturer and

the program office were recorded accurately.

2. Multicollinearity did not impair the short-range

predictive ability of the models.

3. Data measurements and transformations were accurate.

4. No significant loss of data precision was induced

by the logarithmic transformation of the data used to facili-

tate multiple linear regression.

5. The error terms had a normal distribution with a

mean of zero, constant variance, and were statistically inde-

pendent.

Limitations

1. Subjective analysis was required to assess the
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validity of the assumption concerning constant variance of

error terms.

2. Information derived from the data for a specific

program can be applied only to that program.

Having employed the methodology just described, Chapter

IV presents the results of the data analysis and evaluation.
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CHAPTER IV

DATA ANALYSIS AND EVALUATION

This chapter presents analysis of production data for

the two missile programs utilizing the methodology described

in Chapter III. It is divided into three sections, beginning

with analysis of the SRAM data in Models 1 through 4. The

next section discusses analysis of the Maverick data with

Models 5 through 12. Each of these sections describes the

production program, the data, results of hypothesis testing,

and major findings. The last section summarizes the findings

for both production programs, compares and contrasts them,

and evaluates the overall applicability of the full model

to the two programs.

The SRAM Program

As stated in Chapter III, the data for SRAM program

analysis were obtained from two sources. The Boeing Company

provided the data for the dependent variable, direct labor

hours per missile. The Strategic Systems Program Office

provided the data for the independent variables, cumulative

production and production rate. Fifteen hundred missiles

were manufactured with no breaks in production from February

1972 to August 1975, a total of 42 months. As described in

Chapter III, there were time gaps in the production rate data
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that allowed use of only 22 of the 42 possible data points.

Because this sample was used instead of a census, confidence

in the analysis results was decreased somewhat due to the

possibility of sampling error. However, the sample size was

large enough to generalize the analysis results to the popu-

lation.

Aside from the potential sampling error problem des-

cribed above, the SRAM program provided a good test situation

for the research. The total direct labor data were broken

down into two major components, fabrication/minor assembly and

major assembly. This partitioning of the total labor hours

permitted the researchers to assess the differing effects of

the production rate on the two different aspects of labor.

Additionally, the cumulative output and production rate data

reflected actual results experienced on the production line.

As a consequence, development of a less accurate production

rate proxy was not required. Finally, the SRAM production

history did not reveal any major design, production, or

accounting changes.

The raw data were transformed as described in the ex-

planation of the individual variables for each of the models

presented in Chapter III. Regression analysis was performed

on both the reduced and full forms of the models, and test

statistics were calculated. 2 The test statistics were then

A2
2The primary regression results used throughout this

research were obtained through use of Smith's FORTRAN IV pro-
gram which was extensively modified by the authors. This
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compared with the critical values required, and the criterion

tests were applied to determine if the first research hypothe-

sis was supported. If the results for a particular model

supported research hypothesis one and the criterion tests

failed to reject the model as inappropriate, that model was

then tested for support of research hypothesis two. Even if

the model was rejected as inappropriate under research hypo-

thesis one, tests for research hypothesis two were presented

for subjective evaluation, recognizing that statistical infer-

ences could not be made with confidence.

Analysis of Research

Hypothesis One

The statistical hypotheses and criterion tests for

research hypothesis one are restated below in summary form

for ease of reference.

Research Hypothesis One. The production rate explains

a significant portion of the variation in total direct labor

requirements for missile production when included in an

appropriate model.

Statistical Hypothesis One IA). H0: 81 and B2 - 0;

H1 : 81 $ 0 and/or a2 # 0. Reject H0 if F Ratio is greater

than Fc.

modified program is listed and described in the Appendix. A
similar program is available for use by government price
analysts through the COPPER IMPACT Library under the file name
PRODRATE.
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Statistical Hypothesis One (B). H0: 2 - 0;

H1 : 82 0 0; reject H0 if F* is greater than Fc

Criterion Test One (A). The model's appropriateness

cannot be rejected if an analysis of the residuals indicates

the assumptions of constant variance, independence, and

normality are not violated.

Criterion Test One (B). The model's appropriateness

cannot be rejected if the computed R2 (actual) is greater

than 75 percent.

Test results for research hypothesis one are presented

in tabular format for each model tested. Recall that Models

1, 2, and 3 have the same values for the independent variables

(plant actuals) but different dependent variables; fabrication/

minor assembly, major assembly, and total direct labor hours,

respectively. Also recall that Model 4 has the same dependent

variable as Model 3 (total direct labor hours), but uses a

proxy for the production rate variable (delivery rate to desti-

nation; e.g. B-52 Wing, as shown on DD Form 250). To insure

these distinctions remain clear, each model is briefly re-

stated prior to presentation of the test results.

Model 1. The results of Model 1 are contained in
b

Table 5. Reduced model:

Yf = 0 •1

or in logarithmic form:

Log (Yf) - Log (80) + S• Log (Xl)

Full model:
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TABLE 5

Research Hypothesis One Results*

SRAM Model 1

Fabrication and Minor Assembly Hours Per Unit

Reduced FullTest Items Model Mod,,l

Estimated 6 1775.21 1881.92

Estimated 61 -0.20 -0.19

Estimated 8 -- -0.04

F Ratio 228.71 110.65

F Critical (2, 19) -- 3.52

Statistical Hypothesis 1A -- Reject H0

F Statistic -- .32

F Critical (1, 19) -- 4.38
Statistical Hypothesis lB -- Fail to

Reject H0
Residual Plot -- Acceptable

KS Statistic -- .19

KS Critical -- .29

Durbin-Watson Statistic -- 1.51

Durbin-Watson Crit. (du/dL) -- 1.15/1.67

Criterion Test 1A -- Passed

R (Log) .920 .921
R2 (Actual) .928 .927

Criterion Test 1B -- Passed

Resid. Analysis
Mean - 3.75
KS Statistic - .189 < KSC of .290 .'. Normal fistrib.
Constant Variance - OK
Autocorr. - No

*Certain table values may be masked in the published ver-
sion of this thesis because these data elements are
considered proprietary by the manufacturer.

4
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Yf BO x 1I 2 B2
Yf = 80 • 81 • 2

or in logarithmic form:

Log (Yf) - Log (80) + B• Log (X1 ) + B2  Log (X2 )

where:

Yf = fabrication and minor assembly direct labor hours/

unit/accounting month,

X -. cumulative output plot point (cumulative units at

end of accounting month),

X2 - production rate/accounting month.

Model 2. The results of Model 2 are contained in

Table 6. Reduced model:

81

Ya = BO X1I

or in logarithmic form:

Log (Ya) Log (BO) + 81 - Log (XI )

Full model:

81 82
Ya = 8 0 . X 1  X 2

or in logarithmic form:

Log (Ya) - Log (8) + 81 • Log (Xl) + 6, • Log (X2)

where:

Y a major assembly direct labor hours/unit/accounting

month,

X a cumulative output plot point (cumulative units at

end of accounting month),

X - production rate/accounting month.
/2
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TABLE 6

Research Hypothesis One Results

SRAM Model 2

Major Assembly Hours Per Unit

Reduced Full

Model Model

Estimated B0  1863.19 1890.33

Estimated 81 -0.39 -0.39

Estimated 82 -- -0.01

F Ratio 1796.53 855.18
F Critical (2, 19) -- 3.52

Statistical Hypothesis 1A -- Reject H0

F Statistic -- .04

F Critical (1, 19) -- 4.38

Statistical Hypothesis lB -- Fail to
Reject H0

Residual Plot -- Unacceptable

KS Statistic -- .09

KS Critical -- .29

Durbin-Watson Statistic -- 1.14

Durbin-Watson Crit. (d /dL) -- 1.15/1.67u L)
Criterion Test 1A -- Failed

R2 (Log) .990 .989
R" (Actual) .996 .996

Criterion Test lB -- Passed

Resid. Analysis
l Mean = .94

KS Statistic - .094 < KS c of .290 Normal Distrib.
Constant variance - No - Most terms within 1 std error,

but snaking pattern
Autocorr. - Indecisive

51



Model 3. The results of Model 3 are contained in

Table 7. Reduced model:

Yt = 0 * x1
8l

or in logarithmic form:

Log (Yt) - Log (B0) + B1 • Log (Xl)

Full model:

yt = O . x 1  " 2 B2

or in logarithmic form:

Log (Y = Log (8O) + 81 ' Log (X1) + B2 ' Log (X2)

w~here:

Yt = total direct labor hours/unit/accounting month,

X1 = cumulative output plot point (cumulative units

at end of accounting month),

x = production rate/accounting month.

Model 4. The results of Model 4 are contained in

Table 8. Reduced model:

Y t = 6 0 * X 1I

or in logarithmic form:

Log (Yt Log (SO + 31 Log (Xl)

Full model:

81Yt 8 0*x I x 2Yt = 0 "l 1 "X2

or in logarithmic form:

Log (Yt) = Log (SO) + 31 * Log (X1) + 62 Log (X2)
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TABLE 7

Research Hypothesis One Results

SRAM Model 3

Total Hours Per Unit

Reduced FullTest Items Model Model

Estimated S0 3366.71 3520.65

Estimated a1 -0.26 -0.25

Estimated -- -0.03

F Ratio 735.51 356.36

F Critical (2, 19) -- 3.52

Statistical Hypothesis IA -- Reject H0

F Statistic -- .37

F Critical (1, 19) -- 4.38

Statistical Hypothesis lB -- Fail to
Reject H 0

Residual Plot -- Acceptable

KS Statistic -- .22

KS Critical -- .29

Durbin-Watson Statistic -- 1.35

Durbin-Watson Crit. (du/dL) -- 1.15/1.67

Criterion Test 1A -- Passed

R2  (Log) .973 .974
R2 (Actual) .975 .975

Criterion Test lB -- Passed

Resid. Analysis

Mean - 3.91
KS Statistic - .222 < KS of .29 Normal Distrib.
Constant Variance - OK, iome resid values larger for

A lar~er values of Yhat
Autocorr. Indecisive
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TABLE 8

Research Hypothesis One Results

SRAM Model 4

Total Hours Per Unit with DD250 Delivery Rate Proxy

Reduced FullTest Items Model Model

Estimated 80 3184.85 3614.84

Estimated 81  -0.25 -0.24

Estimated 82 -- -0.06

F Ratio 927.60 464.89

F Critical (2, 40) -- 3.23

Statistical Hypothesis 1A -- Reject H°

F Statistic -- 1.05

F Critical (1, 40) -- 4.08

Statistical Hypothesis IB -- Fail to
Reject H

o

Residual Plot -- Acceptable

KS Statistic -- .29

KS Critical -- .29

Durbin-Watson Statistic -- .51

Durbin-Watson Crit. (du/dL) -- 1.15/1.67

Criterion Test 1A -- Failed

R2 (Log) .959 .960

R (Actual) .938 .944

Criterion Test lB -- Passed

Resid. Analysis

Mean - 3.98
KS Statistic - .286 < KSc of .290-.. Normal Distrib.
Constant Variance - OK
Autocorr. Yes
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where:

Yt U total direct labor hours/unit/accounting month,

X a cumulative output plot point (cumulative units at

end of accounting month),

X2 - production rate proxy/accounting month (delivery

rate to final destination - DD250).

Research Hyoothesis One

Analysis Summary

As shown in Tables 5 through 8, all four models indi-

cated a potential for supporting research hypothesis one.

Very high R2 values were evident in both the reduced and full

forms of the model, thereby passing all F-tests for statistical

hypothesis IA. Both the full and reduced forms of each model

proved to be significant explainers of the variation in the

dependent variable; however, the production rate variable did

not add significantly to this explanatory ability. The high

R2 values for the reduced model coupled with the small change

in R2 when the production rate variable was added, demonstrated

the greater strength of the cumulative output variable for ex-

plaining variation in the dependent variable.

The results of the appropriateness tests were mixed.

Models 1 and 3 met all assumptions while Model 2 passed the nor-

mal distribution assumption, but failed the constant variance

and independent error terms tests. Model 4 did not satisfy

the assumption of independent error terms.

One of the primary reasons for including Model 4 in the

research was to investigate the degree of sampling error
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inherent in utilizing only 22 data points out of the popula-

tion of 42 for SRAM. The R and coefficient values in Model

4, which utilized a census of the total 42-point population,

differed only slightly from those of Models 1 and 3. There-

fore, the concern over possible sampling error was eased.

To summarize, two models were found appropriate for

the SRAM data, Models 1 and 3. Addition of the production

rate variable did not significantly increase the explanatory

ability of the already strong reduced model. Research hypo-

thesis one for the SRAM program was, therefore, not supported.

Analysis of-Research
Hypothesis Two

Models 1 and 3 passed the appropriateness tests and

were, therefore, validated for predictability testing under

research hypothesis two. Because Models 2 and 4 were not

deemed appropriate under research hypothesis one, statistical

inference for these models was not possible. However, the

predictive ability calculations for them are presented for

subjective evaluation. Even with statistical inference lack-

ing, it may be useful to know whether or not good predictive

ability results were obtained.

Analysis of the predictive ability of the SRAM models

was conducted using the computer program listed in the Appendix.

This program contains an option that permits the researcher to

perform stepwise truncation of input data points and simulate

predictions of direct labor requirements. Predicted values

are compared with the observed values and any deviation is
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computed both as an absolute deviation and as a percentage of

the observed value. Since this process is carried out simul-

taneously for both the full and reduced models, it permits a

comparison of the predictive ability of the reduced model with

the full model (16:66).

For example, if the input data base contains 22 data

points (as in the case of the SRAM data), the last data point

(case number 22) is truncated. One limitation of the model is

that truncation cannot step backward beyond the total number

of data points divided by two, plus two. So for SRAM, simu-

lating 12 months of prediction was impossible. The maximum

number of data points (months) that could be truncated for

SRAM was nine (i.e., 22 2 - 11, 11 + 2 - 13, 22 - 13 9,

the maximum number of data points that could be truncated with

22 total data points). Continuing with the procedure, regres-

sion coefficients are computed for the full and reduced models

using 22 data points and these coefficients are used to predict

the direct labor requirements for case number 22. The predicted

values for the full and reduced models are subtracted from the

observed values and the absolute value of the resulting devia-

tions is stored in an array for use in the test of statistical

hypothesis two. The deviation is also divided by the observed

value and multiplied by 100 to arrive at a percentage devia-

tion for use in criterion test two.

The above process is repeated for case number 21 using

the original data base truncated to 20, 19, . ., etc. data

points. The stepwise truncation continues until a prediction
/ ~57
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of case number 22 has been made from data points nine months

prior to case number 22, and the entire procedure is repeated

for cases 22 through 13. In data bases where the data points

represent one-month intervals, this procedure results in 81

test situations and provides a subjective test of a model's

predictive ability (16:67).

This procedure is illustrated in the third section of

the Appendix which contains a computer printout of a sample

situation using simulated data.

The statistical hypothesis and criterion test for

research hypothesis two are summarized and restated as follows.

Research Hypothesis Two. For 12 months into the future,

the predictive ability of the full model is better than the

predictive ability of the reduced model.

Statistical Hypothesis Two. H0: IURI < IUFI ;

H1 : 1 RI > I FI. Reject H0 if t > tc (.05).

Criterion Test Two. The model with the greater total

number of good (within 10 percent) and excellent (within S

percent) predictions over the range of all test situations

will be deemed the model with the better predictive ability.

Research Hypothesis Two

Analysis Summary

Tables 9 through 12 summarize the predictive ability

tests conducted for Models 1 through 4 of the SRAM data. Since

Models 1 and 3 were the only ones found appropriate for the

data, statistical inferences were made only for them. The

12-month prediction simulation for Models 1 and 3 demonstrated
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TABLE 9

Research Hypothesis Two Results

SRAM Model 1

Fabrication and Minor Assembly Hours Per Unit

Reduced Full
Test Items Model Model

Average absolute deviation 27.40 30.16

Variance 969.64 1541.42

t Test Statistic -- -0.49

t Critical -1.72

Statistical Hypothesis Two Fail to
Reject H0

Total number of test situations 81 81

Total number of excellent
predictions (within 5 percent) 60 58

Total number of good predic-
tions (within 10 percent) 67 66

Criterion Test Two -- Passed

excellent predictive ability for both the reduced and full

forms of the model. The reduced model appeared to be a

slightly better predictor, but this could not be shown statis-

tically because the computed t statistic did not exceed the

t critical value for Model 1 or 3. Again, the strength of

the cumulative output variable may have masked the real
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TABLE 10

Research Hypothesis Two Results

SRAM Model 2

Major Assembly Hours Per Unit

Reduced Full
Test Items Model Model

Average absolute deviation 8.71 9.45

Variance 19.61 25.61

t Test Statistic -- -1.00

t Critical -1.72

Statistical Hypothesis Two Fail to
Reject H0

Total number of test situations 81 81

Total number of excellent
predictions (within 5 percent) 19 18

Total number of good predic-
tions (within 10 percent) 66 58

Criterion Test Two -- Passed

contribution of the production rate variable to the model.

The same basic results are demonstrated in Models 2 and 4,

but statistical inference was not possible with them be-

cause they were deemed inappropriate under research hypothesis

4 one.
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TABLE 11

Research Hypothesis Two Results

SRAM Model 3

Total Hours Per Unit

Test Items Reduced Full
Model Model

Average absolute deviation 30.24 33.01

Variance 871.17 1497.29

t Test Statistic -- -0.51

t Critical -1.72

Statistical Hypothesis Two Fail to
Reject H0

Total number of test situations 81 81

Total number of excellent
predictions (within 5 percent) 44 46

Total number of good predic-
tions (within 10 percent) 68 67

Criterion Test Two -- Passed

In summary, all models exhibited excellent predictive

ability and passed criterion test two as a result. All models

*failed to reject the null hypothesis under statistical hypo-

thesis two, so the predictive ability of the reduced and full

forms of the model could not be inferred to be statistically

different. Therefore, research hypothesis two was not con-

sidered supported for the SRAM data.
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TABLE 12

Research Hypothesis Two Results

SRAM Model 4

Total Hours Per Unit with DD2S0 Delivery Rate Proxy

Reduced Full
Test Items Model Model

Average absolute deviation 23.17 29.10

Variance 231.45 586.97

t Test Statistic -- -2.78

t Critical -- -1.72

Statistical Hypothesis Two Fail to
Reject H0

Total number of test situations 180 180

Total number of excellent
predictions (within 5 percent) 112 95

Total number of good predic-
tions (within 10 percent) 176 161

Criterion Test Two -- Passed

The Maverick Data

bThe data furnished by the Hughes Aircraft company con-

sisted of total direct labor requirements and production

Ahistory for the total Maverick missile. Full-scale produc-

tion commenced April 1972 and continued without interruption

through May 1978 (73 months), resulting in the manufacture of
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approximately 26,SOO units. Because the data reflected signi-

ficant fluctuation in the production rate, the program provided

an excellent test situation for the research. Like SRAM, the

Maverick data were broken down into several major components

--fabrication, assembly, and test. Once again, this parti-

tioning of total direct labor hours permitted evaluation of

the differing effects of the production rate on these differ-

ent elements of labor. The production rate and cumulative

output data were based on actuals experienced in the Tucson

AZ plant; thus, no proxy for the production rate was required.

Also, no significant technological, production, or accounting

changes occurred during the program.

One intriguing aspect of the Maverick data was the

manner in which the manufacturer accounted for direct labor

hours in the three categories described above. As mentioned

in Chapter III, direct labor hours were segmented into two

components: Unit Index and Standard Hours. On a continuing

basis, Hughes conducted time and motion studies to estimate

how many hours it would take to manufacture each missile

under "ideal" conditions at a particular point in the produc-

tion program. This estimate was called Standard Hours, and

its evolution over time represented a measure of methods

improvement. For each month of production, Hughes computed

a Unit Index reflecting the deviation between the actual

number of direct labor hours required for production and

the number of hours that would be required under ideal con-

ditions. Whenever the actual number of hours required for
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production achieved the "ideal" standard, the Unit Index was

equal to one. Any value of the index greater than one re-

flected less than ideal performance. The evolution of the

index over time represented a measure of labor improvement or

learning. To calculate direct labor hours per missile, the

Unit Index was multiplied by the Standard Hours. For example,

assume the program is in the early stages of production, the

Standard Hours are 100 hours per unit and the Unit Index 2.50

per unit (less than perfect conditions). The two are then

multiplied to calculate total hours per missile of 250, each

describing a different aspect of labor. As one might expect,

the Unit Index, Standard Hours, and direct labor hours ex-

hibited learning trends to varying degrees. Because of

this unique accounting procedure, the researchers were able

to assess the effects of the production rate on both the

"labor learning" and "methods improvement" aspects of direct

labor.

The raw Maverick production data were treated as

described in the explanation of individual variables for each

of the models presented in Chapter III. Regression analysis

technique, statistical hypothesis testing, and criterion test-

ing for research hypotheses one and two were performed in

exactly the same manner as performed on the SRAM data.

Analysis of Research
Hypothesis One

Once again, to insure the distinctions among models

remain clear, each model is briefly restated prior to the
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tabular presentation of the test results.

Model S. The results of Model 5 are contained in

Table 13. Reduced model:

Yf = B0 * X1 
1

or in logarithmic form:

Log (Yf) Log (8 0) + B1 - Log (X,)

Full model:

Yf = 0 • *I •X

or in logarithmic form:

Log (Yf) - Log (3O) 8 1 - Log (Xl) 2 Log (X,)

where:

Yf = fabrication direct labor hours/equivalent unit/

accounting month,

X1 = cumulative output plot point (cumulative units

at end of accounting month),

X2 - production rate/accounting month.

Model 6. The results of Model 6 are contained in

Table 14. Reduced model:

y Ya S0 " 1X

or in logarithmic form:

Log (Y a) Log (80) + B1 Log (X1 )

Full model:

y Sl x 2

a 0 1 2
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TABLE 13

Research Hypothesis One Results

Maverick Model 5

Fabrication Hours Per Unit

Test Items Reduced Full
Model Model

Estimated 60 126.16 142.92

Estimated B1 -0.13 -0.12

Estimated 82 -- -0.04

F Ratio 241.27 131.21

F Critical (2, 70) -- 3.15

Statistical Hypothesis 1A -- Reject H0

F Statistic -- 5.58

F Critical (1, 70) -- 4.00

Statistical Hypothesis lB -- Reject H0

Residual Plot -- Acceptable

KS Statistic -- .13

KS Critical -- .16

Durbin-Watson Statistic -- 1.91

Durbin-Watson Crit. (du/dL) -- 1.55/1.67

Criterion Test 1A -- Passed

R2  (Log) .773 .789

R2 (Actual) .797 .807

Criterion Test lB -- Passed

Resid. Analysis

Mean = .926
KS Statistic - .129 < KS of .159 . Normal Distrib.
Constant Variance - Yes c
Autocorr. - No
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or in logarithmic form:

Log (Ya) - Log (B0) B B1 • Log (X1 ) + $2 " Log (X2)

where:

Ya a assembly direct labor hours/equivalent units/

accounting month,
x1 . cumulative output plot point (cumulative units

at end of accounting month),

X2 - production rate/accounting month.

Model 7. The results o' Model 7 are contained in

Table 15. Reduced model:

Ytst ' 30 * x1

or in logarithmic form:

Log (Ytst) a Log (8O ) + 31 Log (XI)

Full model:
81 82

Ytst 80 Xl X2

or in logarithmic form:

Log (Ytst) = Log (3O) + 81 • Log (X1) + B2 • Log (X2)

where:

Y tst test direct labor hours/equivalent unit/

accounting month,

X1 = cumulative output plot point (cumulative units

at end of accounting month),

X, = production rate/accounting month.
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TABLE 14

Research Hypothesis One Results

Maverick Model 6

Assembly Hours Per Unit

Reduced Full
Test Items Model Model

Estimated S0 901.59 998.02

Estimated B1 -0.30 -0.28

Estimated s-- -O-.OS

F Ratio 777.93 401.41

F Critical (2, 70) -- 3.15

Statistical Hypothesis 1A -- Reject H0

F Statistic -- 3.00

F Critical (1, 70) -- 4.00

Statistical Hypothesis IB -- Fail to
Reject H0

Residual Plot -- Acceptable

KS Statistic -- .33

KS Critical -- .16

Durbin-Watson Statistic -- .79

Durbin-Watson Crit (d u/d L) -- 1.55/1.67

Criterion Test 1A -- Failed

R2 (Log) .916 .920

R 2 (Actual) .837 .811

Criterion Test lB Passed

Resid. Analzsis
Mean - .482
KS Statistic - .3271 > KSc Of .159 • Not Normal Distrib.
Constant Variance - Yes
Autocorr. Yes
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TABLE 15

Research Hypothesis One Results

Maverick Model 7

Test Hours Per Unit

Test Item Reduced Full
Model Model

Estimated a 150.84 170.37

Estimated B1 -0.27 -0.22

Estimated 8 -- -0.11

F Ratio 353.26 188.53

F Critical (2,70) -- 3.15

Statistical Hypothesis 1A -- Reject H0

F Statistic -- 4.82

F Critical (1, 70) -- 4.00

Statistical Hypothesis lB -- Reject H0

Residual Plot -- Acceptable

KS Statistic -- .38

KS Critical -- .16

Durbin-Watson Statistic -- .81

Durbin-Watson Crit. (d u/d L) -- 1.55/1.67

Criterion Test IA -- Failed

R' (Log) .833 .843

R2 (Actual) .551 .500

Criterion Test lB -- Failed

Resid. Analysis

Mean - .68
KS Statistic - .381 > KS of .159 A Not Normal Distrib
Constant Variance - Marginal, Slight Pattern

Persistence
Autocorr. Yes
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Model 8. The results of Model 8 are contained in

Table 16. Reduced model:

Yt = 80 " X1 1

or in logarithmic form:

Log CYt) Log (5O) + 81 * Log (X 1 )

Full model:

81 82Yt a $0 " X 1 " X2

or in logarithmic form:

Log (Yt) Log (BO ) + 5I ' Log (X1) + 82 * Log (X2 )

where:

Yt 0 total direct labor hours/equivalent unit/

accounting month,

X1 . cumulative output plot point (cumulative units

at end of accounting month),

x2 - production rate/accounting month.

Model 9. The results of Model 9 are contained in

Table 17. Reduced model:
81

" tu = 8 x

or in logarithmic form:

Log (Ytu) Log (a) + • Log (XI )

Full model:

tu 0 .x1  1 2
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TABLE 16

Research Hypothesis One Results

Maverick Model 8

Total Hours Per Unit

Reduced Full
Test Items Model Model

Estimated 80  735.62 740.27

Estimated 81 -0.21 -0.21

Estimated 8 -- -0.01

F Ratio 854.57 421.59

F Critical (2, 70) -- 3.15

Statistical Hypothesis IA -- Reject H0

F Statistic -- .05

F Critical (1, 70) -- 4.00

Statistical Hypothesis lB -- Fail to
Reject H0

Residual Plot = Acceptable

KS Statistic -- .33

KS Critical -- .16

Durbin-Watson Statistic -- .63

Durbin-Watson Crit. (du/dL) -- 1.55/1.67

Criterion Test 1A -- Failed

R2 (Log) .923 .923

R 2 (Actual) .850 .846

Criterion Test lB -- Passed

Resid. Analysis

Mean - -.028
KS Statistic - .329 > KS of .159 :. Not Normal Distrib
Constant Variance - Marginal, slight pattern
Autocorr. - Yes
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or in logarithmic form:

Log (Y)tu Log (B0) + $ • Log (X1 ) + 82 • Log C2)

where:

Ytu M Unit Index portion of total hours/equivalent

unit/accounting month,

X 1  M cumulative output plot point (cumulative

units at end of accounting month),

X2 - production rate/accounting month.

Model 10. The results of Model 10 are contained in

Table 18. Reduced model:

Ytsh ' BO 
* X1

or in logarithmic form:

Log (Ytsh) = Log (B0 ) + 81 • Log (XI )

Full Model:

Ytsh 8 0 * X 1 X 2

or in logarithmic form:

Log (Ytsh) = Log (a0
9 O 81 • Log (XI) + 52 * Log (X,)

where:

y tsh m Standard Hours portion of total direct labor

hours/equivalent unit/accounting month,

S1 . cumulative output plot point (cumulative units

at end of accounting month,

X2 - production rate/accounting month.
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TABLE 17

Research Hypothesis One Results

Maverick Model 9

Unit Index for Total Hours Per Unit

Test Items Reduced Full
Model Model

Estimated 80 36.48 41.03

Estimated 81 -0.19 -0.13

Estimated 2-- -0.10

F Ratio 399.81 237.82

F Critical (2, 70) -- 3.15

Statistical Hypothesis 1A -- Reject H0

F Statistic -- 12.28

F Critical (1, 70) -- 4.00

Statistical Hypothesis lB -- Reject H0

Residual Plot -- Acceptable

KS Statistic -- .32

KS Critical -- .16

Durbin-Watson Statistic -- .59

Durbin-Watson Crit. (du/dL) -- 1.55/1.67

Criterion Test 1A -- Failed

R2 (Log) .849 .872

R2 (Actual) .752 .705

Criterion Test lB -- Failed

Resid. Analysis

Mean - .081
KS Statistic - .31S > KSc of .159 .* Not Normal Distrib
Constant Variance - OK - Slight Patter-n
Autocorr. - Yes
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TABLE 18

Research Hypothesis One Results

Maverick Model 10

Standard Hours for Total Hours Per Unit

Reduced FullTest Items Model Model

Estimated B0  78.96 72.36

Estimated B1 -0.05 -0.09

Estimated B -- 0.08

F Ratio 223.84 394.19

F Critical (2, 70) -- 3.15

Statistical Hypothesis 1A -- Reject Ho

F Statistic -- 136.71

F Critical (1, 70) -- 4.00

Statistical Hypothesis lB -- Reject H0

Residual Plot -- Acceptable

KS Statistic -- .05

KS Critical -- .16

Durbin-Watson Statistic -- 1.66

Durbin-Watson Crit. (d u/d L) -- 1.55/1.67

Criterion Test 1A -- Passed

R2 (Log) .759 .918

R2 (Actual) .752 .912

Criterion Test lB -- Passed

Resid. Analysis

Mean - .096
KS Statistic - .053 < KS of .159 .. Normal Distrib.
Constant Variance - Yes - Excellent
Autocorr. - No
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Model 11. The results of Model 11 are contained in

Table 19. Reduced model:

Yfu 0 1

or in logarithmic form:

Log (Yfu) - Log (B) + Log (Xl)

Full model:

Yfu so 1 2

or in logarithmic form:

Log (Yfu -Log (8) 81+ B Log (X ) + 82 Log (X2 )

where:

Yfu - Unit Index portion of fabrication direct labor

hours/equivalent unit/accounting month,

X, = cumulative output plot point (cumulative units

at end of accounting month),

X2 - production rate/accounting month.

Model 12. The results of Model 12 are contained in

Table 20. Reduced model:
; 81

Sfsh B 0 "X
b

or in logarithmic form:

Log (Y fsh) Log (8O) + B1 Log (XI)

Full model:
S81 B2

" fsh B XI X,
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TABLE 19

Research Hypothesis One Results

Maverick Model 11

Unit Index for Fabrication Hours Per Unit

Reduced Full
Test Items Model Model

Estimated BO 4.82 6.82

Estimated S1  -0.10 -0.07

Estimated B2  -- -0.11

F Ratio 103.65 114.45

F Critical (2, 70) -- 3.15

Statistical Hypothesis 1A -- Reject H0

F Statistic -- 51.51

F Cri.tical (1, 70) -- 4.00

Statistical Hypothesis lB -- Reject H0

Residual Plot -- Acceptable

KS Statistic -- .13

KS Critical -- .16

Durbin-Watson Statistic -- 1.80

Durbin-Watson Crit. (d u/d L) -- 1.55/1.67

Criterion Test IA -- Passed

R2 (Log) .593 .766

R2 (Actual) .662 .773

Criterion Test lB -- Passed

Resid. Analysis

Mean - .011
KS Statistic - .126 < KSC of .160 ." Normal Distrib.
Constant Variance -Yes
Autocorr. No
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or in logarithmic form:

Log (Yfsh) Log (B0) + 51 • Log (X1 ) + B2 * Log (X2)

where:

Yfsh ' Standard Hours for fabrication direct labor

hours/equivalent unit/accounting month,

X1 a cumulative output'plot point (cumulative units

at end of accounting month),

X2 - production rate/accounting month.

Research Hypothesis One

Analysis Summary

The regression analyses and hypotheses testing results

for Maverick shown in Tables 13 through 20 indicate support

for research hypothesis one. The eight models exhibited a

strong inverse relationship between the dependent variable and

the independent variables. Each model supported statistical

hypothesis one (A) with ease. The results of testing for

statistical hypothesis one (B) in every model, except Models

6 (assembly) and 8 (Total hours/missile), demonstrated that

the explanatory power added by the production rate variable

was statistically significant at the 0.05 level of signifi-

cance. Only Models 7, 9, and 12 did not have R2 (Actual)

values greater than 0.75 under criterion test one (B).

Notwithstanding these excellent results, only Models

5 (fabrication), 10 (standard hours for total hours), and 11

(unit index for fabrication) were found appropriate for the

Maverick data. Model 10 achieved the most spectacular results.
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TABLE 20

Research Hypothesis One Results

Maverick Model 12

Standard Hours for Fabrication Hours Per Unit

Reduced Full
Test Items Model Model

Estimated B 26.25 21.00

Estimated 3l -0.03 -0.05

Estimated B -- 0.07

F Ratio 2.58 32.23

F Critical (2, 70) -- 3.15

Statistical Hypothesis 1A -- Reject H0

F Statistic -- 35.43

F Critical (1, 70) -- 4.00

Statistical Hypothesis lB -- Reject H0

Residual Plot -- Acceptable

KS Statistic .15

KS Critical -- .16

Durbin-Watson Statistic -- 1.80

Durbin-Watson Crit. (du/dL) -- 1.55/1.67

Criterion Test 1A -- Passed

R" (Log) .035 .479

R2 (Actual) .027 .463

Criterion 'rest lB -- Failed

Resid. Analysis

Mean - .065
KS Statistic - .154 < KS of .160 Normal Distrib.
Constant Variance - Marginal
Autocorr. Marginal
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The other models either failed the KS test for normality of

residuals, the Durbin-Watson test for autocorrelation of

residuals, the constant variance test, or a combination of

these tests.

In summary, the results supported research hypothesis

one for the Maverick data. All eight models were then tested

for predictive ability under research hypothesis two, with

statistical inference applying only to appropriate models

(Models 5, 10, and 11).

Analysiz of Research

Hypothesis Two

The predictive ability analysis of the Maverick models

(Models 5 through 12) was conducted in the same manner as des-

cribed for the SRAM data. The 73 data points in the Maverick

data permitted a more realistic simulation scenario than for

SPUN. The researchers assumed, for purposes of simulation,

that the Maverick program had completed 48 months of produc-

tion and wished to estimate the next 12 months' direct labor

requirements. Data points 49 through 73 were, therefore,

truncated and regression was performed on points 1 through 48

to predict the hours for each of the next 12 months (points

49 through 60).

Research Hypothesis Two
Analysis Summary

Tables 21 through 28 summarize the predictive ability

tests conducted for Models 5 through 12 of the Maverick data.

Since Models 5, 10, and 11 were the only ones found appr :n: ,
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TABLE 21

Research Hypothesis Two Results

Maverick Model 5

Fabrication Hours Per Unit

Reduced Full
Test Items Model Model

Average absolute deviation 2.26 5.05

Variance 3.19 6.61

Z Test Statistic -15.41

Z Critical -1.65

Statistical Hypothesis Two Fail to
Reject H0

Total number of test situations 300 300

Total number of excellent
predictions (within 5 percent) 145 48

Total number of good predictions
(within 10 percent) 213 94

Criterion Test Two -- Failed

for the data, statistical inferences were made only for them.

Model 10 (Standard Hours portion of total hours) exhibited

the best results. The average absolute deviation of the pre-

dicted values from the actuals for the full model was about

half of that for the reduced model. The full model's superior

predictive ability was found to be statistically significant
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TABLE 22

Research Hypothesis Two Results

Maverick Model 6

Assembly Hours Per Unit

Test Items Reduced Full
Model Model

Average absolute deviation 5.98 6.88

Variance 14.35 50.73

Z Test Statistic -- -1.93

Z Critical -1.65

Statistical Hypothesis Two Fail to
Reject H0

Total number of test situations 300 300

Total number of excellent
predictions (within 5 percent) so 79

Total number of good predictions
(within 10 percent) 104 128

Criterion Test Two -- Failed

at the 0.05 level of significance. It was also found to be

a practical predictor with 192 out of 300 test situations

falling in the good range (within 10 percent). Meanwhile,

the reduced model had only 8 out of 300 predictions within

10 percent of the actuals. Models S and 11 both found the

better predictor to be the reduced model in terms of
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TABLE 23

Research Hypothesis Two Results

Maverick Model 7

Test Hours Per Unit

T Reduced Full
T tModel Model

Average absolute deviation 8.92 7.38

Variance 41.46 37.16

Z Test Statistic -- 2.99

Z Critical -- 1.65

Statistical Hypothesis Two -- Reject H0

Total number of test situations 300 300

Total number of excellent
predictions (wi-thin 5 percent) 99 119

Total number of good predictions
(within 10 percent) 143 200

Criterion Test Two -- Passed

statistical significance. However, both the reduced and full

models generally did not prove very practical, with few pre-

dictions in the "good" range. The reduced form under Model

5 was the exception, getting half of the predictions in the

I"excellent" range and two-thirds in the "good" range overall.

Several observations are warranted for the models not
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TABLE 24

Research Hypothesis Two Results

Maverick Model 8

Total Hours Per Unit

Reduced FullTest Items Model Model

Average absolute deviation 8.92 7.38

Variance 41.46 37.16

Z Test Statistic -- 2.99

Z Critical -- 1.65

Statistical Hypothesis Two -- Reject H0

Total number of test situations 300 300

Total number of excellent
predictions (within S percent) 99 119

Total number of good predictions
(within 10 percent) 143 200

Criterion Test Two -- Passed

deemed appropriate under research hypothesis one (Models 6-9

and 12). These observations are presented with caution since

statistical inferences cannot be made with inappropriate

models. However, a model may be statistically inappropriate

but prove to be a good predictor from a practical standpoint.

This was the case for Models 7 (test hours) and 8 (total hours).
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TABLE 25

Research Hypothesis Two Results

Maverick Model 9

Unit Index for Total Hours Per Unit

Reduced Full

Test Items Model Model

Average absolute deviation 0.60 1.01

Variance 0.18 0.32

Z Test Statistic -9.94

Z Critical -1.65

Statistical Hypothesis Two Fail to
Reject H0

Total number of test situations 300 300

Total number of excellent
predictions (within S percent) 77 26

Total number of good predictions
(within 10 percent) 171 64

Criterion Test Two -- Failed

The full form of both models had 119 out of 300 predictions

in the "excellent" range and 200 in the "good" range overall.

Six of the eight models consistently demonstrated the full

model to have the better, and more practical, predictive

ability. Consequently, one could not refute the better pre-

dictive ability of the full model from a "real world,"
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TABLE 26

Research Hypothesis Two Results

Maverick Model 10

Standard Hours for Total Hours Per Unit

Reduced FullT tModel Model

Average absolute deviation 6.86 3.98

Variance 1.42 2.01

Z Test Statistic -- 26.91

Z Critical 1.65

Statistical Hypothesis Two -- Reject H0

Total number of test situations 300 300

Total number of excellent
predictions (within S percent) 0 37

Total number of good predictions
(within 10 percent) 8 192

Criterion Test Two - Passed

practical standpoint.

In summary, because of the superior results achieved

by the full form of the model for the appropriate models (S,

'1 10, and 11) and the better practical predictive ability ex-

hibited by the full form for the remaining inappropriate

models, research hypothesis two was considered supported for

8S

• Z ; ... .IWO*



TABLE 27

Research Hypothesis Two Results

Maverick Model 11

Unit Index for Fabrication Hours Per Unit

Test Items Reduced FullModel Model

Average absolute deviation 0.28 0.34

Variance 0.02 0.03

Z Test Statistic -- -4.76

Z Critical -1.6s

Statistical Hypothesis Two Fail to
Reject H0

0

Total number of test situations 300 300

Total number of excellent
predictions (within S percent) 3 S

Total number of good
predictions (within 10 percent) 83 53

Criterion Test Two -- Failed

the Maverick data.

4I Comparative Analysis and Summary

The results of regression analysis on the twelve models

tested revealed marked similarities and differences between

the SRAM and Maverick data. The common and unique features of

each program are discussed. A summary of the research findings
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TABLE 28

/• Research Hypothesis Two Results

Maverick Model 12

Standard Hours for Fabrication Hours Per Unit

Reduced Full
Test Items Model Model

Average absolute deviation 2.81 5.55

Variance 0.42 17.77

Z Test Statistic -- -11.12

Z Critical -1.65

Statistical Hypothesis Two -- Fail to
Reject H0

Total number of test situations 300 300

Total number of excellent
predictions (within 5 percent 0 68

Total number of good predictions
(within 10 percent) 31 108

Criterion Test Two -- Passed

and evaluation of the applicability of the production rate

model to the data sets complete Chapter IV.

Comparative Analysis

The Maverick and SRAM production data exhibited several

j common characteristics. Both data sets covered the entire

production history for their respective programs, from
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commencement of full-scale production to complete or near-

complete phase-down. Both were long-running programs; 42

months for SRAM and 73 months for Maverick. Both production

programs occurred during basically the same time frame, the

mid-1970s. As a result, they both utilized the production

technology and processes prevalent in the industry at that

time. Finally, a most fortunate common feature was meeting

the basic assumptions of learning curve models. Neither

program experienced any significant changes in production

technology, missile design, or accounting procedures.

While the similarities between the two programs en-

hanced the researchers' ability to apply the findings to

missile production programs in general, the differences added

depth to the analysis. One of the primary factors affecting

the outcome of the analysis was the labor/capital mix of the

programs. The SRAM data reflected production operations at

the Boeing plant, which consisted of minor and major assembly

with very little fabrication. Hence, the SRAM program was

a labor-intensive effort.. Conversely, the Maverick program

was characterized by capital-intensive operations; i.e. much

fabrication performed in-house along with assembly and test.

As a result, the SRAM program exhibited generally steeper

slopes for che model coefficients.

Two other differing aspects of the programs were the

production quantities and variation in production rate. SRAM

production was for 1,500 units while Maverick was for about

26,500. One would expect mass production techniques to apply
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to Maverick, with SRAM more toward the batch production metho-

* dology end of the spectrum. The production rate requirement

for SRAM was 40 units per month throughout the program.

Although plant actuals varied from this goal, a 40-unit

delivery rate was maintained for the bulk of the program. In

contrast, the Maverick program exhibited a much less stable

production rate throughout the program. Because the SRAM

program had a more stable production rate, one would expect

the contribution of the production rate variable to the explana-

tory ability of the model to be less for SRAM than Maverick.

The analysis supported this intuitive notion and will-be dis-

cussed in detail later.

Summary

The preceding analyses of the two missile production

programs were based on the methodology and data treatment as

described in Chapter III. As shown in Table 29, five out of

the twelve models tested were found appropriate for the data,

Models 1 and 3 for SRAM and 5, 10, and 11 for Maverick. Of

those five, only three (all Maverick models) supported re-

search hypothesis one. The contribution of the production

rate variable to the explanatory ability of the model was

difficult to assess for the SRAM data because of the already

strong relationship between the cumulative output variable

and the direct labor variable. With R2 (actual) values for

(4 the reduced model already in the high .90s, there was little

room for improvement in spite of the good R (actual) values
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TABLE 29

Change In R2 (Actual) For All Twelve Models

Tested After Inclusion of Production Rate

Model R2  R2  R

Reduced Full

I (Fab/Assy)* .928 .927 -.001

2 (Maj.Assy) .996 .996 .000

3 (Total/Act.)* .975 .975 .000

4 (Total/Deliv) .938 .944 .006

5 (Fab.)* .797 .807 .010

6 (Assy.) .837 .811 -.026

7 (Test) .551 .500 -.051

8 (Total) .850 .846 -.004

9 (Unit Index Tot) .752 .705 -.047

10 (Std.Hr.Total)* .752 .912 .160

11 (Unit Index Fab)* .662 .773 .111

12 (Std.Hr. Fab) .027 .463 .436

*These models were found appropriate for the data. All

others were found inappropriate.

for the production rate variable alone (.70s and .80s). In

contrast, the models for the Maverick data revealed that the

production rate variable was an important explainer of vari-
R~2

ation in direct labor requirements. R (actual) increased

1 percent for Model 5, 16 percent for Model 10, and 11 percent

for Model 11. Other models showed slight decreases in

90



2

R (actual) values while Model 12 attained a spectacular in-

crease of 44 percent; however, statistical inferences could

not be made with confidence with these models because they did

not pass the appropriateness tests.

Research hypothesis two was not accepted for the SRAM

data, but was accepted for the Maverick data. The simulation

showed that the appropriate SRAM models (1 and 3) were excel-

lent predictors over the selected range of data points, but

there was no statistical difference between the strength of

the reduced and the full forms of the model. The appropriate

Maverick models (5, 10, and 11) were shown to have varying

predictive abilities. The full form of Model 10 clearly

demonstrated superior predictive capability, both statistically

and practically. On the other hand, Model 5 revealed the

reduced model to be better, while Model 11 produced inconclu-

sive results. The other Maverick models, though not appro-

priate for the data, showed the better predictor to be the

full model from a practical standpoint in almost every case.

In summary, the support for research hypothesis two was not

overwhelming, but significant enough to be accepted without

reservation.

A major fin'ing of the analysis was the smoothing effect

the addition of the production rate variable had on autocorre-

lation of the residuals. A Durbin-Watson statistic was com-

Aputed for the reduced model, full model, and "production rate

variable alone" form of the reduced model. Larger values of the

statistic indicated less autocorrelation, and vice-versa.
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As shown in Table 30, the reduced form of all twelve models

has unacceptable or indecisive autocorrelation. The addition

of the production rate variable in the full model significantly

reduced this severe autocorrelation problem, increasing the

number of appropriate models from zero to three and raising

two others into at least the marginal range. The strong

residual smoothing effect of the production rate variable was

clear. When it was substituted for the cumulative output

variable in the reduced form of the model, almost all auto-

correlation disappeared, increasing the number of appropriate

models from zero to nine out of twelve. The decrease in auto-

correlation problems for the full model was attributed to

this phenomenon.

An intriguing discovery by the researchers may explain

why this phenomenon occurred. A widely used method for de-

creasing autocorrelation is the "method of first differences"

(11:649). The procedure entails taking the "first differences"

of all variables in the model. In other words, for a column

of data listed in time series, subtract the first number in

the column from the second number in the column to compute a

new "first difference" value. Then proceed down the column

to obtain a new column of "first difference" transformed num-

bbers. This is exactly the way the production rate variable

is calculated. The production rate is the "first difference"

of the cumulative output. For example, if the number of units

produced the first month is 50, the cumulative output is 50

and the production rate is SO. If 60 more units are produced
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TABLE 30

Durbin-Watson Statistics

Reduced PRODRATE Full
Model Model Variable Alone Model

1 1.30** 3.11*** 1.Sl*

2 1.07* 2.80*** 1.14*

3 1.09* 3.22*** 1.35**

4 .43* 1.07* .51*

5 1.34* 2.18*** 1.91**

6 .86* 2.24*** .79*

7 .93" .80* .81*

8 .61* .76* .63*

9 .69* .56* .59*

10 .23* 1.70*** 1.66***

11 .81* 2.15*** 1.80***

12 .49* 2.01*** 1.08*

*Autocorrelation present; statistic less than dL table
values.

**Indecisive; statistic between d, and du table values.
***Neither autocorrelated nor indecisive; statistic greater

than d u table values.

the second month, then the cumulative output is 110 and the

production rate for that month is 60. The "first difference"

for the second month would be 110 minus 50, or 60 units. Since

the production rate is the "first difference" of the cumula-

tive output, this may very well explain why the addition of

the production rate to the model significantly reduced the
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severe autocorrelation problems with the reduced form of the

model.

Another observation concerned the sensitivity of the

regression coefficients, as summarized in Table 31. For all

twelve models tested the mean change in So from the reduced

to the full model was about 12 percent with a 10 percent stan-

dard deviation. The $1 coefficients reflected even more vari-

ability with a mean change of about 18 percent and standard

deviation of 20 percent. These results indicated that even

within a particular program, the coefficients were sensitive.

This sensitivity suggests that development of general cos-t

models using coefficients derived from several missile produc-

tion programs is inappropriate.

An interesting sidelight of the research was the par-

titioning of the Maverick direct labor data into two compon-

ents, the Unit Index (labor improvement) and Standard Hours

(methods improvement). Tables 29 and 30, shown earlier, do

not indicate any significant trends or differences for the

two categories in the respective models (9 through 12).

Table 31 does point out a pattern in the slope of the coeffi-

cients. The Unit Index coefficients (Models 9 and 11) con-

sistently demonstrated much steeper slopes than the Standard

Hours(Models 10 and 12). This indicated that more of the

learning improvement was due to labor learning than methods

improvement.

The analysis of the SRAM and Maverick production pro-

grams thus met the objectives of the research in determining
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TABLE 31

Model Coefficient Variability

Modelo B0  as0  1  A81  a
Model Reduced Full (%) Reduced Full (%) 2

1 1775 1882 6 -.20 -.19 -5 -.04

2 1863 1890 1.4 -.39 -.39 0 -.01

3 3367 3521 4.6 -.26 -.25 -3.8 -.03

4 3185 3615 13.5 -.25 -.24 -4 -.06

5 126 143 13.4 -.13 -.12 -7.7 -.04

6 902 998 10.6 -.30 -.28 -6.6 -.05

7 151 170 12.6 -.27 -.22 -18.5 -.11

8 735 740 .5 -.21 -.21 0 -.01

9 37 41 10.8 -.19 -.13 -31.6 -.10

10 79 72 -8.9 -.05 -.09 44.4 .08

11 4.8 6.8 41.7 -.10 -.07 -30.0 -.11

12 26 21 -19.2 -.03 -.05 66.6 .07

Mean A$- 11.93 18.18

Std. Dev. - 10.36 20.08

Vf

the effect of production rate variation on direct labor require-

V. ments for missile production as well as evaluating the predic-

tive ability of the cumulative production and production rate

model. Of the two programs analyzed, only the Maverick program

passed all tests.
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CHAPTER V

SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS

Air Force managers attempting to plan the acquisition,

operation, and maintenance of major weapon systems face an

increasing array of obstacles. Inflation, spiraling cost of

energy, questionable availability of energy, increased foreign

competition, and international political instability have

created a great deal of uncertainty. While the task has per-

haps never been more difficult than now, the need for accurate

cost estimating is obvious. Without accurate cost predictions,

effective budgeting is severely hampered.

One of the most significant cost elements in a major

system acquisition is direct labor. Experience has shown

that direct labor costs are most often estimated using learn-

ing curve techniques.

Summary

Literature Review

Learning curve models were in use as early as the 1920s.

Widespread interest was generated as a result of the aerospace

industry's experience during World War II. Since then, numer-

ous variations of the basic learning curve model have been

investigated. With budgetary and political controls causing
I,

' "program accelerations and decelerations, the variation that
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has much promise for DOD application is the model that con-

siders the effect of production rate variations.

As Chapter II indicated, most of the research on the

effect of production rate changes concluded that production

rate is a significant determinant of direct labor costs.

Several years ago, Smith developed a learning curve model

that included a production rate variable. The model was

tested on DOD airframe programs and yielded promising results.

Since then, Smith's model has been applied to other airframe

programs, avionics, engines, and has now been extended to air-

launched missiles.

The Model

The production rate model, which Smith called the full

model, is presented as follows:

ya$ * 1 2 Z eo

where the variables, in general terms, are described as

follows:

Y represents direct labor hours,

X1 represents cumulative output,

X represents the production rate,

e represents the variation which remains unexplained

by the variables in the model, and

8 P 2 are regression coefficients.

To facilitate regression analysis, the model is linearized

using logarithms as follows:
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Log Y - Log 8O B1 Log X1 1 82 Log X2 + e

The reduced model referred to in this research is simply the

basic learning curve model. It is identical to the full model,

before and after logarithmic transformation, except that the

reduced model does not include the production rate variable

(6:89).

Research Objectives

As stated in Chapter I, the three objectives of this

research were: 1) to determine how changes in the production

rate affect total direct labor hour requirements per missile,

2) to determine how the full model compares with the reduced

model as a predictor of direct labor hour requirements for

continuing missile production, and 3) to determine if Smith's

model is applicable to missile production.

Methodology

Linear regression analysis of the logarithmic forms of

the full and reduced models was employed to achieve the re-

search objectives. Data were obtained from two missile pro-

duction programs, SRAM and Maverick. As in previous research,

the data from each program required individual treatment. Data

treatment is described in Chapter III. Twelve specific models

were developed and then statistically analyzed under the re-

search hypotheses.

Research hypothesis one stated that the production rate
'I

explains a significant amount of the variation in direct labor
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requirements for missile production. Two statistical tests

and two criterion tests were employed respectively. The first

statistical test was an F-test to determine if a relationship

existed between the dependent variable (labor hours) and the

independent variables (cumulative output and production rate).

The second statistical test was another F-test to determine

the production rate variable's ability, when combined with the

cumulative output variable, to explain additional variation in

the dependent variable.

The first criterion test then evaluated the error terms

in the model for constant variance, independence, and normal

distribution. The second criterion test required R2 (actual)

to be greater than or equal to .75, an arbitrary measure of

the model's ability to explain a sufficient amount of varia-

tion in the dependent variable (6:91). Any model that passed

both statistical and both criterion tests was considered

appropriate for further testing under research hypothesis two.

Research hypothesis two stated that the production rate

model predicts direct labor requirements better than the basic

learning curve model. One statistical test and one criterion

test were used to evaluate this hypothesis. A stepwise trun-

cation procedure was employed to simulate the model's ability

to predict direct labor requirements for the next 12 months.

The last 12 data points (months) were omitted and then pre-

dicted using the simulation procedure. The statistical test

consisted of a t-test or a Z-test to determine if the average

absolute deviation of the full model was significantly less
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I
than that of the reduced model over the 12-month interval. The

criterion test compared predicted values to the actual observed

values and classified the deviations into categories. Thus,

a practical measure of the amount of deviation in both the

full and reduced models was achieved.

Research objective three (determine if Smith's model

applies to missiles) was subjectively evaluated using the

results of the hypothesis testing for all 12 models developed

from the data.

Conclusions

The three primary conclusions of this research relate

directly to the research objectives. First, the production

rate was found to explain a significant amount of variation

in direct labor hours in nine of the twelve models examined.

Of these nine, only five cases were found appropriate for the

data. Three of the twelve cases passed all tests in support

of research hypothesis one. While not all cases supported

the first research objective, enough support was evident to

conclude that the production rate variable should be con-

sidered when evaluating missile production programs.

Second, the results of the predictive ability compari-

son were mixed. The predictive ability of the full model was

excellent for all four SRAM cases. However, the predictive
ability of the reduced model was approximately equal because

of the overwhelming effect of the cumulative output variable

in the SRAM program. Five of the eight Maverick cases clearly
*1
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showed that the full model predicted direct labor require-

ments better than the reduced model. Of the three Maverick

cases that were statistically appropriate under research

hypothesis one, one case showed superior results for the full

model, one case showed the reduced model to be a better pre-

dictor, and one case was inconclusive. Results for the

second research objective indicate that the superiority of

the full model for prediction depends on the particular pro-

gram and circumstances. The beauty of Smith's model is that

the user is given an indication of how well the model is likely

to predict in a given situation without having to actually wait

a year to determine the outcome.

Third, as a result of the hypothesis testing, the authors

have concluded that Smith's model has widespread potential for

missile production programs and merits additional study. Fur-

ther, this research represents the fifth application of Smith's

model to various aspects of DOD aerospace programs. All five

research efforts have yielded positive results in at least

part of the programs selected for study. Table 32 summarizes

the general areas that have been investigated, and shows the

average increase in the amount of direct labor variation

explained by using the full model. In every case, additional

variation has been explained (the average increase in explained

variation over all five studies was 11.3 percent).

An 11 percent improvement in the accuracy of labor

estimates could result in substantial savings on large-dollar

programs. An added benefit could be enhanced credibility for
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TABLE 32

Mean (Average) Changes in R2 (Actual) For

All Research Programs Using

Smith's Production Rate Model

Area Average Average A
of Researchers R2 Actual R2 Actual velage

Application Reduced Full AR

Airframes Smith .818 .916 .098

Airframes Congleton/Kinton .912 .953 .041

Avionics Stevens/Thomerson .491 .773 .282

Engines Crozier/McGann .402 .496 .094

Missiles Allen/Farr .755 .805 .050

DOD personnel who must present budgetary requirements to Con-

gress. In any event, these initial successes justify the

application of Smith's model to other systems and subsystems

in the aerospace industry. Three additional conclusions

resulted from this research and are discussed next.

Additional Conclusions

As in all previous research, the regression coefficients

developed through regression analysis for a particular data

set were unique to that data set. The coefficients are sensi-

tive to almost any kind of change in a program, even from

month to month within the same program. Therefore, a general

model cannot be developed that applies to all missile produc-

tion programs.
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As described in Chapter IV, the addition of the

production rate variable tended to smooth any autocorrelation

that was present in the data. This phenomenon occurs because

the production rate is in effect the "first difference" of

the cumulative output. This smoothing effect adds a distinct

advantage to the full model.

Finally, several of the cases studied during this re-

search yielded models that were statistically inappropriate

for the data. Whenever a user encounters this predicament,

alternative methods of estimating should not be forgotten.

Exponential smoothing, moving averages, and trend analysis

are examples of estimating techniques that can be performed

easily with a hand calculator.

Recommendations

The production rate model is available to users in the

Copper Impact Library under the file name PRODRATE. With the

model available and substantial success in five research

efforts, the Air Force should emphasize use of the model on

actual production programs. The model has potential applica-

Vi tion anywhere that learning curve theory applies.

A related recommendation is that a checklist guide to

the practical use of the model be developed. Such a guide

would encourage use of the model by those who are uneasy with

statistics and the seeming complexity of the model.

Finally, further research efforts are recommended for

other major aerospace systems and subsystems. For instance,
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this research investigated air-launched missiles built with

the early 1970's technology. Other applications might include

ground- and sea-launched missiles as well as other air-launched

missiles produced with more recent technology.
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APPENDIX

THE COMPUTER PROGRAM PRODRATE
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This appendix is made up of three sections. The first

section describes how the computer program PRODRATE works and

the improvements made by the authors. The second section

lists the revised program in its entirety. Finally, the

third section presents a sample run of simulated test data.

The PRODRATE Program and the Improvements

Numerous multiple linear regression programs containing

a wide variety of options were available for this research.

As in the previous research efforts by Smith and the others

that followed (reference Chapter II), the computer program

written by Smith (15:147-153) proved to be the best tool for

accomplishing the research objectives. Most regression com-

puter programs calculated the customary R2 values, coefficients,

and other regression statistics, but did not provide an assess-

ment of model predictability, which was one of the primary

areas of interest. PRODRATE contained a user option that

printed a listing of actual direct labor requirements, pre-

dicted direct labor requirements, the resulting residuals,

and statistics for predictability comparisons. This feature

was unique and was one the authors found unavailable elsewhere.

Notwithstanding the desirable characteristics of

PRODRATE, it did have several undesirable ones. Stevens and

Thomerson modified the program extensively (16:109-142) to

make it more usable for cost analysts using the COPPER IMPACT
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computer system.3 Their improvements greatly enhanced the

program's overall usability, but left several serious draw-

backs unchanged. Residual analysis for model appropriateness

is essential for multiple linear regression analysis. The

revised version of PRODRATE had no such analysis capability,

forcing the user to rely on subjective, manual analysis or

computer programs on other systems. As a result, much addi-

tional time and effort had to be expended doing manual plots

or duplicating data bases for use on other computer systems.

Other drawbacks included long, more expensive running time

and a need for more program output flexibility.

Because of these undesirable features, the authors,

with the assistance of Captain Tom Sandman of the Continuing

Education Department in the AFIT School of Systems and Logis-

tics, modified the PRODRATE program to add residual analysis

statistics, improve running time, and increase program

usability. These changes definitely saved considerable time

and effort in conducting the research and will, hopefully,

do the same for future PRODRATE users.

Before the specific program improvements can be

addressed, a description of what the program does is in order.

Stevens and Thomerson described how PRODRATE works in the

following manner:

3COPPER IMPACT is the project name of an Air Force pro-
K gram to Improve Modern Pricing And Costing Techniques in the
, contractling process. T~e time-Tharlng computer system is

designated by the same name, COPPER IMPACT, and is currently
government-leased from General Electric.
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The program reads the input data from any file
specified by the user. Instructions on how to build a
data file are available in the program. This feature
allows the user to change the form of the model (e.g.,
unit curve, cumulative curve, total cost curve) simply by
making the necessary modifications to the data base. In
addition, an option within the program allows the user to
list the input data as they were read from the data file
and converted to logarithms.

Analysis of the data is begun by calculating and
printing the Pearson correlation coefficients of the
three variables: direct labor requirements, cumulative
production, and production rate. Log-linear regression
is first performed between the direct labor requirements
(dependent) variable and the cumulative production
(independent) variable. Finally the dependent variable
is regressed against both independent variables simul-
taneously.

In presenting the results of each of these three
regressions, the program prints a listing of the actual
direct labor requirements, the predicted direct labor
requirements, and the residuals. This feature of
PRODRATE is one the authors found unavailable elsewhere.
The obvious advantage is that the user can relate the
results to the original untransformed variable (rational
numbers, not logarithms) and see how well the untrans-
formed data fit the model.

Following the listing of the residuals, summary
statistics are printed for each model. They include the
values for the coefficients (exponents), standard errors,
F ratios, RZ, R2 (actual), and learning factor. Two
selective options for which additional printouts are
available are the Predictive Ability Tests and the
Projection and Sensitivity Matrix. For a quick-look
analysis of several different models, the program can
be preset to stop after three regression analyses by
not selecting the additional options.

The Predictive Ability Test option permits the user
to select the number of data points (cases) to be
truncated during the test and thus, control the time
span over which the test is conducted. The test is per-
formed using nested DO loops to perform a stepwise
truncation of the data points. The truncated data is
then predicted using the regression results of the re-
maining data. After all truncated cases have been
predicted and results printed, a summary table is printed.
This summary table contains data on statistical signifi-
cance and permits subjective comparisons of the accuracy
of predictions made by the full and reduced models. ...

The Projection and Sensitivity Matrix option of
program PRODRATE provides the cost and price analyst with
a means of predicting direct labor requirements at vary-
ing production rates. This option also permits the user
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to see the sensitivity of the direct labor requirements
to changes in production rate over a wide range of cumu-
lative production. The last observed values for cumula-
tive production and the production rate are used as the
starting point for this projection. The cumulative pro-
duction variable is increased by increments of 1 percent
of the last observed value, while the production rate
variable begins at 70 percent of the last observed value
and is increased by 10 percent increments until it reaches
lSO percent of the last observed value.

These projections are printed in matrix form with the
projected production rates printed across the top of the
matrix and the projected cumulative production plot
points printed along the left margin of the matrix.
Projected direct labor requirements can then be read
directly from the matrix by matching a given production
rate with a given number of cumulative units. The value
for direct labor requirements is found at the intersec-
tion of the corresponding row and column.

In summary, therefore, the program PRODRATE is a
modified version of Smith's FORTRAN IV program. Like
Smith's program, PRODRATE converts the input data to
logarithms prior to regression. In addition, PRODRATE
permits the user to automatically receive or decline
either or both of the options for Predictive Ability
Tests and Projection and Sensitivity Matrices. For the
analyst who is accustomed to working with the learning
curve model, the program PRODRATE quickly shows whether
the production rate variable is significant and the
effect it has on estimating direct labor requirements.
The authors believe the program PRODRATE can be a very
useful tool for the government cost and price analyst
[16:110-114].

Having described how the basic PRODRATE program works,

the improvements made by the authors can now be addressed.

As mentioned earlier, the modifications were made to accom-

plish three objectives: provide statistics to determine

appropriateness of the regression models, reduce expensive

run-time, and increase program usability. How these objectives

were accomplished will now be discussed.

As stated in Chapter III, each regression model had to

satisfy three assumptions to be deemed appropriate for the
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data and valid for statistical inference. The residuals had

to be normally distributed, have a constant variance, and be

statistically independent. The PRODRATE program had no built-

in tests for these assumptions, but the COPPER IMPACT system

library did. The library contained a statistical package

called STATII***, which possessed the necessary residual test-

ing capability. However, PRODRATE did not store the model

residuals for analysis by other computer programs. The

authors modified PRODRATE to store the computed residuals

and fitted dependent variable values for each model, thus

making possible the use of the powerful STATII*** package.

The STATII*** package contained a routine called

STAT1 that computed a Kolmogorov-Smirnov (KS) statistic for

determining if a population was normally distributed. The

authors ran the stored residual values from each PRODRATE-

generated model through the STAT1 routine to obtain the KS

statistic used in the KS test for normality of the residuals.

The constant variance assumption was evaluated using

the Plot routine under STATII***. Similar to the methodology

used in the KS test, the stored residuals were plotted (by

the computer) versus the stored fitted dependent variable

values for each model run through PRODRATE. The authors were

then able to ascertain by subjective analysis if the plot

demonstrated a reasonably constant, random variance with no

noticeable persistence.

The STATII*** system also contained a Durbin-Watson

test capability for independence of the residuals. However,
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the test was buried in an expensive multiple regression

routine. Since the test procedure was relatively simple to

program, the authors chose to modify PRODRATE to compute a

Durbin-Watson statistic for each model. This approach

avoided the need for costly computer time under STATII***

and gave PRODRATE a built-in capability to test for autocor-

relation at a much lower cost.

These modifications to PRODRATE to store computed

residuals with fitted dependent variable values and provide

Durbin-Watson statistics greatly facilitated the research.

They permitted use of a powerful statistical package on the

same computer system as PRODRATE and provided a residual

analysis capability in PRODRATE itself, which was not possible

before. These improvements eliminated the need for tedious

manual analysis and/or time-consuming transfer of raw regres-

sion data files to other computer systems.

Several PRODRATE modifications were made to decrease

run-time and increase model flexibility. The specific changes

included transformation of the program from FORTRAN IV into

machine-readable code, addition of an option to suppress the

full printout, and an option for more detailed specification

of truncation parameters in the short-range prediction routine.

Each of these refinements will be discussed separately.

Because the basic version of PRODRATE was stored in the

COPPER IMPACT system in FORTRAN IV language instead of machine

language, users were being charged for compilation each time

the program was run. They also had a short waiting period for
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program execution while the program was being compiled. By

transforming PRODRATE into a machine-executable form, these

unnecessary charges and delays were eliminated.

As described earlier, PRODRATE prints the observed,

predicted, and residual values for each model in the run. It

also prints a detailed series of matrices under the short-

range prediction option. One complete run of PRODRATE with

this printout format takes about 35 minutes. The authors

found this level of printout detail often unnecessary.

Therefore, an option was added to the program for the user to

elect a full or abbreviated printout. The abbreviated version

eliminated listing of observed, predicted, and residual values

as well as the intervening prediction matrices. When the

abbreviated format was used, the run-time was reduced from 35

minutes to 3 minutes. Only the key summary tables were printed

with a reduction of printouts from approximately ten pages to

one page. The time and computer cost savings are obvious.

The last section of this appendix shows comparative outputs

of the full and abbreviated formats.

The short-range prediction option lacked the needed

flexibility for the prediction simulation used in the research.

As described in Chapters III and IV, the objective was to simu-

late "real world" use of PRODRATE. Many users are a number of

months into production and wish to forecast direct labor

requirements for the next fiscal year. The basic version of

Vi PRODRATE allowed simulation only at the end of the production

program (where "toe-up" often occurs), and had no capability
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to simulate a period earlier in production. As a result, the

authors added an option for the user to specify the simulated

time period anywhere in the last half of the production pro-

gram. This feature added the needed flexibility to meet user

needs.

In summary, the revised version of PRODRATE developed

in this research significantly reduced user costs and program

usability. PRODRATE users can now perform essential residual

analysis with the additional PRODRATE statistics and the

statistical packages already in the COPPER IMPACT system. In

addition, several options are now available to drastically

decrease run-time and increase the usability of the predic-

tion routines.

Listing of the Revised PRODRATE Program

This section lists the computer program PRODRATE in

its entirety. The original program was developed by Lt. Col.

Larry L. Smith, and later modified by Capt. David Y. Stevens.

The version listed incorporates the original program and all

modifications, including those added by this research. The

actual program used during this research is the program

presented in this section.
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4523 *11 LOG PURN THIS 1618. SECONES3LI:i LOCI 4, It633 0 31IG0111) + It 0 LO61121"t
45MK /.IMMII LOIN) 'U.S419*3TU lERO 048.5,41."13 0411.3t
45481 IUM 1,11. 1 M .41, Th BONfh a.,PI354Io4 2'tP13.49I.
433M D3IM3 c',ftO 4lelTU MNE smt3.So41,F. o10.491ill
43601 *3~l~ STATISTICSZ'i.lito SGUAED LOG so,p7.,3til
457K9 'M3 ELM EST 04PI.491v l."1'13,vYv5,oF9 .39 Il,"..P .59IleZ
411K "F MTIOif1e'.P9.4.0Z.I. F. (Niel a Woe12,/,I1
4M9 *R JIAED ACf9LhJ' ./110Z11HhIU-4TSON STYISTICo.611175(oll

4620C PART [it - PEDICTIv AIMITI TEST OPTION
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4453 IF (IAN(.R.W) 1O3TO114
4640Ff~l..)IN 4173
4Wt IYMIE*CUE-fTlUU.
4473 1IM9F'ICMEUW.
448 P 113 1'KTOEIIIEC
%901 ITESTaNWAS * I- I
4M1 4173 FNJMT(If
4719 IFANSI.NIM TO 4903
4M2 PRNT 06tITiIISUMET
4M3 34 FeMTI1Id144')/1Io*%,37L'5N1UTl1 POKCT1YE ABITI

475M1 'Ii UTA FIsaa MIS i FOR CASE rtI3.' tC MU W UNSENIO
47616, W* VIE OFF.Z6I""I~
4731 KI14~,1,~3,f3,,T C (LENINC CHIVE)s
4733 vUt*H'31p*M. (CIHUTIWE PIT & PUUUCINUM RAtE
4M11 ~ 1,,II1 ' CMSE *,I(110"119111( *S 6"

413 NICTION #I EVITIU' #71 STH0EST ItIt
41111 "MI1CTIU.# EVIATION&U STB # EST 00 1 EIT5 K #a

4810 4906 N 114 JsttITRNC
4040 ICW a ITEST -J

43716 UZ12 of
493 SMl '3

4903 53221.a3
4923 91121a3

4933 N U5 Ka1,ICS
443 T~l 'Nlo(aC
4911 911 0 SUNIl + tIII)
4w3 5112 a am15 # 121K)
4979 5ul5 l U5111(N) ff
4901 51 2 SSUZ* UZW) "z
4M9 =11 0 IIT # 13M t100
HIS3 1INIU'IMIT 4 2(K) #TIM)
"if3 1W112 a1111112+ 11(32 012Z(13
515 115 CONINID
HIS ICITA a IC5UI # I

w1141 UU91101 3
vu WAR MZ I I CAM
9x' - il 40IT 11121 i&3m) I IMAII I 151 - 111111=1 C FI

slit a"I a (51121? -(591 0

us9 811401 aOIU MUIM

M513 I NIII a A(l
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SW IFCNII.1.0.SGoTSUI
sue ul I a I40*5T F! 4
sIN IF fcEWJh To71at
5190 IranII a ICWMI f I
SiN MI 11ME to(SI-INIIIISZIHW (II-IllIU et)IZ
sml IV IS-UUV,.ITUI~JI

OF sT71VCIUI-EIffU

2171 BluOs a A# MF + IF # IIlEfl.+OIZI11S=1
OFN 3W muT~ - 11W

a" MuWucIMa~ OWN
5N 911111W a 111MEV * AIh(CuIUAI
331 M1W aIN. EVIIIS(UT)n

52= IF (IPUW.CI.S.II Go To23
sm ICUNI 2 [CMmw+ I
so m3 F(IU(31..Wice 711I4

WN M111 S7ICAMB,1IW1PEYhINE,3Ii.tIIIFPIWIWillFU
52M P FUWUIIe120*1i 3,Ze',11,YZZIaa3,p.,1a, ,Ile

34114115

54SI 7111111.E.W)CO T8 X"
5W rouIsn
545 0 FSRtT~HIAMI") OMMJI

so7 FRll a CMl / 2.0
544 F~LAC c PUG! - IR.IUCI
54W IF CC*LE8I TO7 112
WI 113 CWlIfh

sit ANNE1W a SWAM11 I ICuWfA
urn AVO s i, i [CUMlul
UN6 SOW a U +9W (AIEVU -*5113WR)u

=0 lit cauriu

MK CKLOTE SOi PRINT MSLTS 21111 FOR PIDICTIVE A31W? lST

%009 WAAff a SUMW I IIUTI - 11
5413 549MEV s 111W i (UCIII - 1
%n2 TEMT~T v (ANCM-9W ~ISW(UT(YMaIWflC1urmE WflA I)

&~~% 5M PCO a Iff # ICNI / 10117

%W5 PO91W a IN 0 ICOIF I 140311
3WI FC a 10N1 ICUETI / tCUETI

si. MarWMUIWWmI~mwIlm~Cu
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516 15 FORNATUIP67(thitI''I619to OF PNEEIW AIIUTTI Utr

573 101101 ROIlL f FILL IL ovi,11,6711) little* P131 N
57A6 'AMMJ KVITIr,71,%,#31.F.Z31,*'tZIF.Z31.''"o/plt 1
57461 s VARIANCE W AIMMuE Y171,lI~FIZ3,F.s1
5723 '.i,11.st TOST STATI1STIC ISME 11 , ,1,,bI
576N "AlW"1.IL1966 MAL NOMER OF TMJ %tu~fl 40,411-61,,0
5776 5LI2,6Z,',I,11e' MINIER W OICTISS MITHIN 3 *mp&1t13p6l9
5MR 01095I2,3tWON,10 PENT OF MICTION NITNIN 1IUt1F4.6
5716 31tloIF4.05le'oti Il' 0119 OFi u NOICIM NINI INl I
U61011.I,1,2Z~,', PET UF PREICTION 1111111 1#&#"p

HIM6 *STATISTICAL, SICNIFXCANCE USE SIUMEN~tS T ItIITIU~rt/o U
31UK OIF TE RIMK OF TES SlINTIIU AKl LEUN #EA; OT1I1at
56"m W1 STaUr,,I,,UL#N IISTIIUUTIIN. IN EITNE CA TIS It 1
3M56 04 O TAILS UPS. IMIiIR'TE TEST S1TATISTIC IS WUATER TWO
566 11E CITICI. STATISTI ONE MMu/,IlCUKM TNT THE AWWK 't

316 'ICNIFICJIILY LOS TWA TRAT OUAD MtII TIE INED NfhL

MII PART IV. PSTI IMMa m l" l 31PTlE

N1 16 IF (1h5141EW.Nr CO TO 12
596 m oLI a NXOINCISES

9I6 N0 117 1:1,166
3111 ANFLO a AEPLT 4 .61 1 PLOT(NCES)

516 EWI.T(I) o IIT(AUT
6m ARRATE s .6 # *TE(NCIIE)
"If6 N IIl Jaj,9

m6 A31PTE a A11611 .1 0 RAMIM
603 PIORTEIJI s6311*1
664 FSI,J) 9 AN # NENPLTII(40 # NATE(Jow
AE0 111 COINUE
466 117 CUTIDZ
467 ISTRT aI

&69 m 126 1:1,2
6266 PRINT 69, (PUMII(J7,JaI,9)
6110 19 MOE1113~,1I"2INJEI M NITYT 0121I

6156 N III 1'ISTITdtigg
i6m PRINT yI T(t(U(qlu19

6166 F ognI

12S



Jil IUI 91iFIIU iI1II

6 Q2 9 FMTUiTIIi 1. PEIO ViLWi FO 11M Lt NM Wil ",
UM O liKA FUN TIE AMRE NATRI II NATCINl I GV10 ElOUU'TIOul eI,
MR1U OlUl 11111 1IVU lllA M ONI LATIVE IUITS 0il IINCI TIE T
116 "M IRFOR 1 0 LAONIW FOIlIIA l I INA T 7W I 10W Iith
amB "IF TIE ClIUIO IG U AN1 INI. FUECIS N:USUMI L IS TIE sr
UM3 *CULATlE PMUCIE & P ATE ! NULI.,,7th'!. PMUMl0,
6Ms m10 uva. FOaOiITM u 1111 SU 111 l AST fEME YIU.
6M * F CUWITIV U IIIS.',h,71 . POGTII VALUE1 FOR PROCTION er
1*1"M A1 M 17 lU I. H11it Or 1319 I4 IN 151 PEKI Or

4131 "TIE'r/,11"UT O M VAl U PW ICTIU ME.")
M ISM22 h T 51

6am1 ISTIP * IN
34 ll CM1IE

131 Is I

Sample PRODRATE Output

This next section provides a sample output of the

abbreviated and full format options using simulated data.

The data base was developed by Stevens and Thomerson (16:127)

to demonstrate how the PRODRATE program works. It should be

noted the data were developed to demonstrate superior

results for the full model. The program instructions are

presented first, then the abbreviated format followed by the

full format. This comparison of the optional formats will,

hopefully, demonstrate the value of the abbreviated option.
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IlS MORAN IS ESICIED To EVALUATE TIE VARIATION IN DIRECT LAW REVIRIIENTS AS A
FIITON OF CIIULATIVE PROUCTION ANMURODUCtION RIL IN ADITION tie ANALYST MY
CO NI TIE ISLTS OBTAIiED RON TIE STANDARD LEMIN CURVE iTH 111THE RESLTS OBTAINiED
FMOW l11 CIUmUTIVE PRODCTII ii PRODUCTION RATE NOEL. liE COST N LJ UD IN THIS

1. IBU II. (S'AISAMIAN Lm ING lVE Nm

T a 0 o (11 4o It) 4 (I1 it El

2. FLI. (COINULATIW PUUCTION ANO PROCIO MR TE AI I

TOe (114911) 4 412422) 32 (t0##E)

l l I It TNE DIRECT LABOR RESUIRENENIS
it IS 11E CUU ATIVE PRODUCTION PLOT POINT
12 IS IE PRODUCTION RATE PMII(E.G. EQIVALENT WITS PER MOUTH)
E PI TI TIE EROR TERN
10, Sit AS K ARE PARAIETERS 1ETEi ITI 1REGRESSION

DATA AM INPUT 31 REAIING FlU ANY PROPU FUNATIE DATA FILE. TOE DATA FILE SILD
K SAVED TO ANY PERNANENT FILEME. 1OU VILL K AS TO IE1 TIE NA1 E OF I011 MIA FILE
a TE APPROPRIATE STEP IN THE PROMA. TIE Nl OF TOl DATA FILE CA NOT EXCEED S
aIMACTERS. THE FIRST LINE OF TIE DATA FILE MIST CONTAIN A LINE NAM 40 TIE NUER OF
CA TO K E01. TiE DATA IS THED ENTERED ONE CASE PER LINE IN THE FOLLOVING ORDER:
LINE 1IlDER, OBSERVED DIRECT LAIN REWIREDENI (TI, CIRUILATIW PRODUCIOK PLOT POINT (1119

Ii PRODUCTION RATE PROIT (I2). THE PROGRAN UE A FREE FIELD READ FOIT; THEREFOREG
Em VitAi MST aE wPm r AT LEAST S' cE (OR am oLmLitR l T oI onle
SPECIAL FORIMT IS UI91i. AN EJANLE OF A DATA FILE VII S CAMS IS PRESNTER ELON:

Inl 3

lot Io 9.5 9.5
I 96 3 23.5192 U 1 25

104 75 I2 U
IN 71 113 31

W AITACE OF TIS PCORAN IS THAT TIE EULTS OITAINED MILL SE IN TIE SAE UNITS AND
,IAU AS THE IE W DATA. FOR EAWLEP IF IOU AE ORKINII IN IRECT LAIN HOURS PER M
US EIVIALET UNITS TIE RESULTS VILL E IN TES OF THESE UNITS. ALSO. IF IO IIISH TO US
A CUPI TIW AVERAGE APPROCH ALL TOUl 0 IS AMEATE THE DATA UK IN THAT NilE.

TIE PROGAM EGINI IT TRAMIFORNINGC TIE INPUT DATA TO P0 IA LOGAIT111. LOG LINEAR
REM SI IS TIEN PERFORMD As FOLU I REC S S0E OR I. f RERESSED ON Ito AND
FINiLLT Y IEGRESSED U0 BOTH It ANI 12. OBSERVED DIRECT LAW REIJUIREDENTS, PREDICTE
D IET LAHR REWIEIIENTS All RSIDUALS AM PRINTED IN ORIGINAL (UNTRAN MED) FORD FOR
Ea REGRESSON SITUATION. I1 ADITION, SUWMAI STATISTICS AK PRINTED FOR ER MOEL. TIE
I sun STATISTICS .uS TINl COMWCIENMs OF SETE MIITIN N BOOM LOG A I SGUARED
lCTUAL. TiE N SU LOG REPRESENIS TIE CNINESS OF FIT W TIE MODL To TIE mNSAI1M
BATA (LO FORM). TIE A SONI ACTUAL, UN THE 0IER M0ll IS CONT USIK TIC

U N IM RESD M LS, M IS REPRESENTATIW O NO KNELL THE RUOL FITS TIE UTRANUOF1tI
DATA. TIE IO-DITSUI STATISTIC IS CALCII FOR ASIESSI OF ATOCELATIO

I 11E1S1IBALS.
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" m rn o i~u n MVILAIL IllIE ilSN IRII CN SELECTEB IT PUPRIATE
lIER TO THE FOILOING 1ASTIUSI

1. NOVOU NYT O W MAAAIT1SREMFRONFILE ..... ASCONFERTED TO

TED- MILL COE TIE PRINTING OFA LISTING OF IRE NATIONAL lUSVT DATA Ii IE
mIAiu3 LOGMNITHRIC VALUES.

a - U N NTIlS OPTION.

t. CuuiM PRNTOUT

TM- MILL CME OUTPUT TO KE PRINTED IN FULL FORMAT AS BECRlED AMRE.
0 MILL U.LETE TIE LISTING OF OBSERVED# PREDICTED, -0 RESIDUAL VALUES

RETUR TABLES OF SWAT3 STATISTICS. IT MILL ALSO DELETE LISTIN OF
*1Y1.NA NICES FOR RIE SNORTRANG PREDICTIVE ABILITY WPTIONII.E.9
OLT IE OW TABLE VILL KE LISTED.

L. IST NAVY A COPARISN OF IE SIITIANIE PREDICTV AILITY OF THE TVIODS

III ILL CURE TIE PREDICTIVE ABILITY TEST OPTION TO KE ACTIVTED AN THE USER MILL
BE TOL 'ITM PREDICTION RANGE (CASE ERSM FOR FIRST AN LAST CASER.'
TIE 00 U ENTER THE IER OF IE FIRST CASE TO BE PREDICTED FOLLOWED
Ill IE LAST CASE TO BE PREDICTED.9 SEPARATED IT A COIHE. TIE CASE MINSERS
NU KE fluE VALUES SEATER THAN 0N EQUAL TO Z. TIE PREDICTIVE

ILM TES SINLATES FUTRE PREIICTIONS IT PEF RING A STEPIBISE TRAICATION OF
IE NISTIRICAL, DATA. FOR THIS RERSOU, IA UPPER LINITATION OR THE 111111R OF

CAUB TRUNCATED IPL BEs ((OTAL 11335 OF CASES IN OATA FILE) 1l 2
FOR OIINPLE IF IN DATA FILE CWNAINS 53 CASES. YOUR UPFE LINIT MLU SE
Z3 CAES. THlIS. OF CSVEP REPRESENTS ONLT TIE KAIINI W IE OF CASES THAT
COD K TRUMNCATES. IN PRACTICE TOU RAI MINT TO TRUNICATE OLY A SNALI. NN OF
CMgE. IUS. IF TMR DATA IS COLLECTED IN HONTTIL INTERVALS, YOU CAN LOOK At
TIE PREDICTIVE ABILITY OF TIE FILL ANl REDUCED NOVELS FOR AN IS MONTH TINE SPAN IT

UECIFIM AN It CARE RANCE. IF TOUR DATA IS COLLECTED IN OVARTERSo TOU CAN LOOK
AT IE PREDICTIVE ABILITY OF 30TH NOW FOR UN 13 MOnH TIRE SPAN IT SPEIPTING
'A'. SPIER ALL PREDICTIVE ARILITY TEST SITUATIONS ARE PRIMTED. TIE PROCRAN
PRIM A SIM OF THE TEST M SIT.

0 UF I Ti'M IS.0

4. SO M NAVY PU1JECTISN M SENSITIVITY NARI?

IN V ILL CAUSE PRUIMN OF PROJECION ANR SENSITIVTY MUIR1. TISK FAUII PRESNT
PRIkETED DIREC LABOR REQUIRENENTS FUR SELECTED PAIRS OF OUIATIVE PRODUCTION
PLIT RINil PROUCTION RATES. IE PROJECTION INTERA FBI TIE CIILTIV
PUJCiOR PLOT POUNT IS It OF IE LIST ONM VALVE. IE[ POCTION VALUES
FBI PNDJCiU RATE ARE RtB He 91, IN.o 1109 126s 1369 143, Ai 153 PERCENT OF
IE LAST OBSERVED VEJIE OF PROSUCI a RATE.

a NPEE THIS OPTION.

f"PECAL NE1#W IE PREDICTED IRECT LAVOE KOUIRNEIT AN RESIUS FOR EACH NONL
AESTORED IN SEPARATE FILES. TIE VALUES FOR TIE STANDNARI LEARRINg CURV NOVEL ARE

STOOCTNRT OE MTFFL FLNO' SR YACS IS IE OlD IN A FILE CALLED 'STILEAN; TIE VALUIES FOR TIE "=VUCiaN RATE VARIABLE ALMI
NEL UN TIE FILE 'REINOUB AlS THE VALUES FOR THE CONDMED CON. PRODUCTION AN

*12



PEMN ~ ~ Me M.TI EFCET ATNII
*W4444444N444e4UH4444* i -"ff4 ......

* T # it It1

T 010UIo.957 0 90941432

12 #-.34143Z 0 ."%41OW 1.0000600

IMTS OF STRIDES LEMMNING WKR MOME

TIEENTION FORTNIS MuhM IS: TMT aM 2103t
IN LOC FORM1 TIlS ROML ICCESl LOG(TNATI a LOVIO) it #1 LO 1011
Ml LOC(MW a 3.4"57 SID f 0 0 ..13455 U *31t20

3N 84.342 11 onE O .594
UMOMR STATISTICSi
k SOUK1 Lot so.9911 STI lM EST 1.4

AM I.MZ7 t 14390
F RTI 24M5.480 L F. (fKM it f
k SamI ACINLSO 9311 LEARNINC FACTOR aU.Z045 PE1T
MIINIIITSON STATISTICs I.3WM5

AMTS OF 921 PH11CMO PouieN RATE YARIADLE AKN

TMIEEVATIO FR TIINOMISs IHAT UOiI ##Z
11 U P 1 ISNIS WE ICUS LOWINATI v LOC(N) + 32 # 1.0(12
MS LO6(101 v 3.253791 3 EKGM a #.2395 N a [793*499g

12 s-4.74392 STS EMR a 0.12175
SUNNANI STATISTICS:
R S=llE LOS 4.454 III UMES LIM 30
Nm a #.#a%4 MR 1.11710
F RATIO 21149.7m9 3. F. 513) s 11 X0

ElIN4IATSIN STATISTICs 0.27=29
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11 LOC FORN TNIl vat IECUE: LOG IVIT s LOVIN)II 11 LOCCII 4 It i LAIZI
lEE1 LOCIMP a 3.133 58 UMi a 0.00114 IN , U47.3444

11 v'4.45 51 UNION a *.Hj34 Fie 4=lZ.109
if a 6.11"% SIN UM a.110356 Ff aM8.IW1

111111 STATISTICSZ

ME a 0.01MM Noas.V
F "Tie 0111.2811 3. F. Iwo)1 a VI 3
It EWESD ACM4.'I1116

11111U-VATSON STATISTIC% Law632

* 1Iin 11 PUIGICTIVEABILiTV TSS hE9LT7"mml

WAERAM -AIUWTEDEIATWH 4 .4 .1
4 YMIANIM W ISHINE EVIATIOIIS # 11.4 1 .61
* TEST STATISTIC (SEE NOT) * ... 4 13.56
a TOTAL OW OF TEST SITUATIONS f 144 4 144 *
a NUMBERF W OICTIOIIS ITHINI n 138 144 #
# PlEKI W P ICTO ITI S # 9. in.ii.
fIER OF MEICTI ITIfgK M 44 4 144 #
* P11211 OF PRIN1CTIOIIS IITlIII tell In. A in. #

16ll 11 TESTING FM STATISTIC&L SIGuIFICM U SII 5131'S 1 DISTRIUITION
IF TIE 11 OF TEST SITUATIONS ARE LESS THAN W; OTIIEISI USE STAWI
OW13 DISTRIBUTION. IN EITRE! CASE THIS IS A OK TAILS TEST. IF
TIE TEST STATISTIC IS WRATER THAN TIE CRITICAL. STATISTIC ONE 01
CEICU 1131 liE AEAINUITE DEVIATISN OBTAIE) 6111 THE FVLL
111M 1S SIGNIFICANTLY LESS TAN THAT GITAINED 11IT IE REN NlL
FROU LOWISIT.#1 HSIJ.I341 F24,01111, SITTEO.
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11PVT 3T8 4 WA FRON FILE TESTUATA M CONMETED TO LOCMITNS

LUIE SICT LAW I NOW 4 OM PUOS PUT POINT # PROSUCTIO RATE
INi UTIOIE LOCUITHN # RATIOL LO IT * RATIONAL LOGITIMN

IN I866.86 .UM34429 51.86 I.99706 * 2.27 1.3566259
11 W3.W 1.9647155 4 17.A Z.2431381 * 3.85 #.5854467
its 441.86 2.80685 313.A Z.4543 4 4.45 0.64834H
13 36.011 Z.741184# 454.0 Z.47359 * 4.94 3.4937249
146 49.il Z.692349 4 &.0 Z.7945743 4 5.33 3.7247272

4I I 462 2.46423 f 79.86 Z.986271* 5.85 3.7471559
1o 437.0 Z.M481 04 15.81 3.N616i41 4.47 3.8169143
176 4@4.n6 z.6143814 1234.86 3.86134734 6.71 3.827225
t1 368.A6 2.5653478 1495.01 3.174641Z 2 7.H .8453980
1"3 347.6 Z.54639 75.8 3.2491913 # 7.37 .8474675
US 336.01 Z.513139 299.M 3.3235617 # 7.79 03915375
215 3201. Z.95150 1 421.86 3.M3IA8, 8.33 1.9ZI4
23 317.86 2.t133 2769.8 3.442329 4 9.39 L.ts58
2o 313.0 2.4955443 3174.01 3.5014235 4 9.U4 f.9938749
to 33.86 Z.4815 3357.11 3.551863 * 16.5! t.321427
to 34.06 2.482873 397&.86 3.39944464 11.17 1.140M532
24 2 .ll Z.4742143 4452.8 3.4452 4 11. 9 1.371982
276 2.8 2.463M 4964.86 3.4956318 4 11.37 I.9923497
NI 284.Z 8 t.4533183 540.8 3.7373335 12.87 1.119575

6 Z78.01 2.444448 4 559.86 3.7751734 4 13.38 1.1 Z561
30 7.A 2.43134X6 441I.M 3.8132997 * 13.45 1.1351327
311 263A. .4199557 697Z.86 3.8433574 * 13.96 1.14553r2
32 Z54.86 Z.4@32434 7491.86 3.874531 14.13 1.1532949
3 2 26.01 Z.397 6 80.0 3.9174114 # 14.45 1.1458374
346 245.86 2.3891641 86149. 3.9"7141 4 14.91 1.1755118
3 n 239.8 Z.3783979 9248.1 3.946478 11.29 1.1844975
361 235.8 2.371479 98481.f8 3.9 34864 15.45 1.1945143
23 32.86 2.3654886 1456.8 4.9191163 * 14.34 1.235244
30 2.86 2.357 4 11131.8 4.6424149 # 14.35 1.Z135178
3" 224.80 2.3524864 116A.1 4.615433 14.44 1..2147
48 221.86 Z.34439234 1#227.8 4.6731" # 14.97 1.069418
410 186LM Z.339455 12338.8 4.1904974 4 17.27 1.237292
4n 1.11 2.3344537 41349.86 4.1254467 4 17.56 1.2445245
4v 214.80 2.33X4138 1349.011 4.1414184 4 17.81 1.153146
446 211.80 Z.324224 14337.86 4.154453 4 18.91 1.452=137
41 239.08 2.321463 1466.86 4.17"1941 * 16.22 1.2435484
468 24.16 2.3138472 15454.86 4.1396469 # 11.41 1.2513M
473 232.8 2174%f 16848.0 4.ZWZ9, 13.58 1.2496457
4 2M.10 Z.30M6 14454.01 4.22151864 18.78 1.7'3696
498 111.86 Z.29462 17172.6M 4.23486Jl4 18.94 1.2773886

PINI COREATIO VOEFICIDITS 6 1

T 4 I.1110 # -#.!355710 # -4."4143t

4 7* 570 1 .011000 1 0.994,641

2 4 -6.Mt423 * 0.994464 1.11011

4
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KITS OF THE STANDARD LEARNING COVE NM

CASE fhSERVO PREDICTED RESIDUAL I DEVIATION
I Im.u 163.45 51.53 4.74
z 003.00 727.41 75.59 9.41
3 441.00 417.19 23.81 3.71
4 56M.00 5.41 4.39 0.70
5 413.00 567.39 -14.39 -Z.92
4 42." 474.25 -12.25 -2.65
7 437.01 443.85 -6.85 -1.37
U 464.11 42.54 u7.S& -4.35
9 368.00 394.72 -28.72 -7.81

19 347.9 377.93 -36.93 -8.91
11 330.0 369.78 -39.78 -9.33
1t ll6 34.19 -u.t9 -6.19
13 317.00 333.30 -16.30 -5.14
14 313.96 329.43 -7.43 -2.44
15 319.06 310.52 -1.52 -4.49
1M 364.0 316.96 3.11 1A.6
17 2I.N 291.44 4.56 Z.Z9
1o 2l9 282.41 7.39 2.55
t 284.00 7.13 8.87 3.12

21 7.O6. 2U8.39 9.41 3.46
21 t76." 22.32 7.40 2.84
2t 23.9 254.74 4.2?A 2.38
Z3 M. 251.58 4.42 1.73
24 256.9 Z44.24 3.74 1.56
25 243.96 241.U4 3.44 1.4
24 2." 237.14 1.94 OX2
7 35.6 M.8 2.14 0.91
1 .12.5, 223." 2.1 1.36

29 22." 25.5z Z.48 19
3 24.66 Z22.19 1.81 0.81
31 221.01 219. 1.,M 0.08
32 213.9 21.m5 1.5 0.89
33 214." Z13.68 Z.32 1.97
34 214.00 211.4! 2.53 1.13
35 211.01 Z9.41 1.59 0.73
36 MOh6 267.23 1.72 #.2
7 294.10 2.1.2 1.98 I.41

39 t.16 292.85 6.15 1.16
39 206.11 296.73 4.73 -9.37
40 1 .S. 199.00 -1.0 -0.51

TlE EUDATION THIS OnE ISt THAT 2 If 11 11
IN LOG FOIN THIS AMG. B1(11E LOCITHAT) , LOIU) * it # LOG|Itl
ViERE: LOGIN) 2 3.4"72 STI ROE a 6.13455 DO a 3131.24184

II *-#.2t2 SI EUR0 •.96433
SNlT STATISTICS:

k I 8 O LO 4.9115 M ERROR EST a 6.1164
ME a 0.0027 Nu a 1.1436
F RTIO v422.405 1. F. (NIDI a 11 3
a WMt ACTU.e4.9161 LEARNING FACTS, 82.2945 PERN
=IN-U-TSOU STATISTIC, 6.327733
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RESULTS OF REGRESSIO OU PRO UCTION RATE VMIABLE ALOE
44H4fH4 4 444444444H4** H 44044 444#I 4444N44N44

CAS PREDICTED RESIDUA Z DEVIATION
I IM6.96 974.84 113.14 16.46
2 03. 658.64 144.16 18.15
3 641.M 5"1.83 56.17 7.83
4 566.9 544.45 13.35 Z.3
5 495.6m 516.61 -23.61 4.79
6 462.9 48Z.14 -U .64 -4.34
7 437.6 447.24 -10.24 -Z.34
$ 404.0 435.3 -31.2 -7.74
9 3618.6 421.6 -53.86 -14.6Z

to 347.96 415.94 -58.94 -16.99
11 a. 3.$4 -59.54 -11.64
12 M2.9 376.6 -5.60 -15.81
13 317. 347.29 -36.29 -9.56
t4 313.66 326."6 -t3.96 -4.44
IS 09."l 311.74 -Z.74 -6.89
14 34.6 Z97.93 6.67 Z."
17 z.66 26.62 11.1 4.12
Is M96." 276.15 13.85 4.77
it 214.6 26.13 15.87 5.59
26 271.9 26.49 17.51 6.36
21 z76.m 256.6 13.35 4.5
22 243.9 Z .13 16.87 4.13
23 Z54.96 Z48.82 7.18 2.86
24 Z 5.9 243.56 6.5 Z.6
25 245.0 239.5" 5.50 2.25
26 39.9 M5.87 3.13 1.31
Z7 235.9 231.83 3.17 1.35
28 M3.96 2Z7.4Z 4.31 t."
29 no6." 224.48 3.46 1.58
30 24.06 Z21.Z9 2.71 1.Z
3t MI." Ztl.27 Z.73 1.23
32 21S." 215.45 Z.35 1.17
33 Z16.9 212.79 3.21 1.48
34 Z14.0 211.57 3.43 1.68
x h 211.96 26.83 Z.17 t.83
36 29.96 217.12 1.97 6.94
37 236.9 Z15.44 6.56 6.Z7
38 Z3.96 264.64 -1.64 -6.51
39 296.11 262.42 -2.42 -1.21
4 1"6.9 231.15 -3.15 -1.59

THE EgTI(1 FOR THIS MO1 IS: TNAT z .12. t U
IN LO FORM THIS NO.EL KCOMESI LOC(THAT) L04(11) , 32 # LO(M12
IERE: 1.0413) s 3.5379 SlD ERROR 0.Z3957 I ' 1793.896

IZ2-4.74M9 SIR EPIR si.173
SIUNMART STATISTICS:,
R SUAD LOG s.90454 STI E SORET 2 6.39

k W 0.6901% RSR a 1.11796
F RATIO It9.7M3 3. F. IlMI) a I/ 36
I SW ACTUAL.9"679
UUCU-ATSU STATISTIC. 6.27723
IW 4 4If-4T4f gT4uTtgIImI1.3
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O44* 4 t4404444444414 4I4I'l404f44H444444i H 4W444444 4H 44

RILTS O C(OMllII CINJLATIE PRODUCTION AND PRODUCTION RATE ROO.
444444H44#44 ,II4H44 IH44H444,44HI4444*4 M4444N

CAU DISCRVE PROICTED RESIDU I VIIATION
I i .o 1M.13 -0.13 -4.01
2 W.9N 593.13 -f.15 -4.92
3 641.90 640.73 .27 0.54
4 5M." 51.19 -4.09 -401Z
5 4M3.9 492.67 5.33 U.97
6 4.5 461.92 0.1 .t
7 437.N5 437.11 -0.21 -0.92
0 404.H 464.12 -4.2 -0.93
9 68.16 300.24 -4.24 -. 07

to 347.5 347.4 -. 04 -M.5t
11 33.9 329.59 5.41 .IZ
12 32,L.9 319.59 0.41 5.13
13 317.0 317.59 -0.5a -0.16
14 313.9 313.2 -0.21 -4.19
15 VM3 3M0.97 5.03 5.51
1N 34.0 364.3Z -5.32 -0.t
17 295.9 97.89 1.11 L.14
to M99.90 29M.45 -0.45 -. 15
19 294.9 M1.75 5.25 #."
29 Z78.16 Z78.21 -#.21 -4.17
21 Z7.0 269.56 1.44 .16
22 U.U 26W.80 5.21 ."
23 Z56U9 25.53 0.47 5.19
24 250.95 251.29 -0.29 -0.11
25 245.09 Z44.84 .16 0.L"
26 Z23. 239.34 -0.34 -0.14
7 23.95 235.J7 -0.07 -4.03

23 23.90 Z31.63 0.37 .16
TV 2W." 227.11 .9 .§4
35 Z24.95 224.38 -4.38 -4.17
31 Z21.H 11.13 -0.13 -4.16
32 ZI.H Z17.97 0.J3 0,2
33 216.90 215." 0.05 0.L9
34 214.90 Z13.78 0.22 5.10
35 I1." 211.38 -4.38 -4.16
26 29.9 Ma5.e1 .12 0.06
37 296.90 25. l.12 .16
3 233.f 292.85 5.15 .97
39 290.11 29.29 -0.29 -0.10
4 M 1.90 197.97 .13 0.51

THE EIMTION FOR THIS NOL IS: YAT s 2 It 11 o Z "a
IN LOG FORM THIS MODEL BONES: LOGITHAtl : LO UIS * 11 4 LOG(II) 1 32 4 LO(IZ
VMS LOCIDO) s 3.75M8 STO ERROR a 0.911 3N a 5672.84603

11 '-0.59"97 ST ERROR 0.0134 F# ,M.53Z.1P9
12 a 0.84696 STM ERROR 2 .553IM F4 '34384.904

SUNhIT STATISTICS:
I SuwA LOC '.999 9 SlU ERO ET 0.64

a 0.900 w .5770!
F PATIO ,791.2812 D. F. (N111 ,2/ 37
A SWAM ACTUALI.0NM
.NI1-VTSON STATISlIC Z.3553I
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* SUTRANCE PREDICTIVE ABILITY CUNPARISON
o TE DATA PRESEITED BELOU IS FOR CASE 9 40 MICH HAS AN OBSERVED VALUE OF: 198.1

# 9 REUE (LENING CUIK) ROOE . FULL (CtJiLATIVE PRODUCTION , PRODUCTION RATE) NODEL *

# CASES §4444444 4 4 4 44444444 4 4 44 4444 4 444

# USE0 PREDICTION 4 2 DEVIATION # EST If # ET it .0 PREDICTION . DEVIATION I EST 19 1 EST t # EST 32 *

# 39 0 19.14 # 4.53 3129.01 *-#.28252 i 197.97 a 0.92 # 5673.27 *-..57%1 4 9.847$4 *
X ,l 19.11 4 -4.56 3127.29 *'1.28244 e. 197.9 4 .91 # 5471.21 4-4.5"47 # 1.84673 4
37 # 199. * -g.56 3127.32 1-.8244 n 197.97 * 9.t1 5671.58 #-4.59947 o 0.8449 *

S36 199.15 4 4.53 6 3129.39 4-.2=84 #1 197.97 # f.9Z 571.34 *-.5"41 4 9.8449 4
35 # 19B.94 4 -. 47 o 3133.42 4-4.2873 #* 197.94 * 0.9IZ 5471.37 #-.5"38 # 1.84637 #
34 4 19.83 4 4.42 4 3137.51 *'9.21292 f4 197.9 4 0.11 # 571.11 #4.5945 4 0.84449 4
33 1 19.44 4 -. 32 4 3144.39 "-1.2834 44 197.97 4 9.92 #571.22 4-3.5 41 f 0.84659
32 1 190.45 4 -. 22 3151.43 4-.28357 If 197.9% M .9Z 571.13 "-9.59937 4 l.8449 4
31 # 193.25 .. 13 # 3158.24 *"9.28389 44 197.96 4 .9 5471.17 4-0.59937 4 0.84637 #
X 3 191.14 4 -9.12 4 3145.76 -9.28424 197.97 4 .9 5670.U 4-9.59"38 # 9.84643 4
29 4 197.31 4 0.9 3173.64 4-1.28442 " 1 198.9 * -. 9# # 569.98 .#.59943 o #.$4671 4

23 4 197.59 0.25 § 3184.44 4-.28134 19.00 4 9.93 4 5670.5 4-.59941 4 0.84664 4

11431141 lhh:" -" 11: 4 .* *.4" 4 .*4"44 ":4 4444": -* t 4444i444it 4444tf4444444 44l4444444 ,I4444444444444H

# SlORTRAE PREDICTIVE ABILITY CONPARISON
o TIE DATA PiESOTED ML IS VGI CASE I 39 W CH HAS AN OBSERVED VALUE OF! 29f.91 1

I 4 REUCD (LEARNING CURVE) NOVEL F ULL (CUMULATIVE PRODUCTION t PRODUCTION RATE) MODEL 4

CASES # 4:44:4::: 441HO:1:44::#:4: : :441 :::WH :::::::
USED PR DICTION 4 % DEVIATION EST 81 § EST 3I o PREDICTIONI 4 DEVIATION EST 89 4 EST 1 #EST 2 1

38 2O.83 4 -. 4Z 3127.2 4-6.28244 H 210.21 4 4.1f 571.21 4i-.547 4 9.84673 4
37 231.83 4 -9.42 3127.32 -9.28244 . 21.Z9 4 -9.19 4 571.58 4-.39947 # .8449 o
34 # 29.78 4 -0.39 # 3129.39 f4.2824 Z1 199.19 4 -0.319 5471.34 4-.5"41 4 0.84449 4

# 35 # 290.47 4 -9.33 # 3133.42 H-9.28273 Z1 1U.18 4 -0.99 571.37 #4.5938 # .84437 4
§ 34 29.56 -9.28 4 3137.51 4-0.28292 290.21 4 -#.1# 5671.11 4-0.59945 * 0.8469 4
# 33 4 J3.37 4 -. 19 1 3144.39 4-9.28324 4 299.19 # -. 191 5471.22 4-4.59941 # 0.84451 4
4 32 Z09.18 * -0.99 4 3151.43 4-0.28357 *, 290.19 4 -0.19 571.93 4-f.59927 4 6.84639 4

# 31 199.9 4 9. 4 3158.24 H2f839+ *4 29.19 * 40.9 # 5671.17 #4.59937 # 0.84637 4
39 * 199.77 * 1.11 3165.7 41-.Z8424 4 211.21 # -9. If 5671.86 4-.59936 f 0.8443 4

# 2 4 1.55 4 1.23 4 3173.64 o-6.2442 n, 210.23 4 -0.11 59.9 ,4.5943 4 .84471 o
w 23 4 19.23 6.38 0 3184.44 o-9.28513 1.2 4 -4.11 # 5479.15 "-9.39941 1.84444 4

* 27 # 191.83 4 9.59 319.11 -0.28573 4 2F.19 4 -9.9 4 5670.15 64.39936 4 1.84419 4
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# SHlOTRAUGE PREDICTIVE ABILITY COMPARISON 4

TIE MDTA PRES 1TE IM. IS FOR CSE 38 WIICiH HAS AN OSER VED VALUE OF: 23.0

I f RDICO (LERNIN CG VE) M ODEL 4 FULL (CUPILATIVE PRODJCTION I PRODICTION RATE) NOBEL a
*CASES *444444444444444444 4444444444444444444444444444444444

* I 0B I.IICTION. 1 DEVIAON' ES It83 i STI 0 14 ICTIlON I DEVIATION ESTIO aESTI1 #[STIZ 4

4 444444444444444 4 4#444 444444 4444 ......44 604i 44444444 4444I444444
f 37 292.94 1.13 # 3127.32 #-.2.8244 4 292.85 .17 5671.3 -9.39947 1.84669 f
* 36 1 19.89 4 0.15 * 129.39 o-9.28254 *4 2M2.84 4 6.8 5671.34 4-.$941 0.84649 a
# 35 1 29.71 1.11 * 3133.42 0-9.927 44 #492.83 f 0.18 # 5671.37 ".39M3 # f.04437 f
9 34 4 22.7 0.16 * 3137.51 t-9.23"9B 4 212.86 0.97 # 5671.11 ".59945 0.84669 0
* 33 f 2.49 IM.25 3144.39 f-9.28324 44 292.84 9.0 5671.12 -. 5941 0 .84651 f
S-32 18.29 0.35 4 3151.4 f-0.28357 4 2Z.84 1 9.8 5671.13 "-0.5997 6.844
a 31 M/12.1# 4 .44 f 3158.24 f-f.389 44 292.4 4 . 4 5671.17 #-#.59937 0.4637 0
# 3 211.89 # 9.55 * 3145.76 #-.28424 4 292.85 1.01 3 5670.86 ".59336 1.8464
f 29 f 261.66 # 0.46 4 3173.66 f4.21846 4 202.8 M 8.86 569.98 -. 5943 # 0.84671 4

# 28 # 291.35 f 0.82 4 3184.44 1-0.28513 ## 212.87 4 .0 5670.05 4-7.59"J941 .8464 4
# 17 # 4 20.94 1.01 * 3191.16 t-.20578 u 2Z.94 1 9.08 1 5670.15 -. 93 .84619

? 26 29.37 4 1.29 f 3211.66 -. n8 #4 2.83 # 9.08 4 569.91 #-#.5M f .846U3 4
:::::::::::::::::::::::: : SI 444 :::::4:::::::: :44444*444444*4444 4444444444 *****444444 **44 4444444444 *44

4 SHOTRANGE PREDICTIVE ABILITY COMARISON 4
E M111 IA PIME ]LOV IS FOR CAS 37 ICH IAS AN OBSERVED VALUE OF: 236.9

* I 4 REDCE (fLEARING CURVE) ROO. M 4 FULL (CUIUTIVE PRODUTION I PRODtCTION RATE) RODEL M

4 #]1 PREDICTION # IDEVIATION4 ES If 4 EST 4 PREDICTION4 I DEVIATION ESTOB 4EST It EST 4,

4 3 M.16 0.45 * 3129.39 #-#. 54 44 215.87 4 164 * 5671.34 "-0.59941 0.84649 4

# 35 24.96 4 .51 o 3133.4t *-#.ZZ73 44 Z05.86 4 I.97 # 5671.37 4-.51 4.84437 #
4 34 4 94.85 9.56 * 3137.51 *-9.289 4 205.89 4 9.05 4 5671.91 4-f.945 f 9.84669 #
f 33 M24.66 1.65 4 3144.39 4-9.283Z4 4 201.87 f 1.16 4 571.22 #-0.5"941 # 0.84650 4
4 2Z 34.47 # 6.74 # 3151.43 #-#.283S7 4 295.87 * 3.06 4 5671.13 "4.937 # 6.84639 o

31 M24.28 .84 * 3158.24 4-#.28389 4 105.87 f 1.06 4 5671.17 4.59937 # .84637 4

36 4.97 0.94 # 315.74 -4.284214U 25.8 0.16 * 567086 4-f. 38 # .84643 #
Z9 MI.84 4 .13 # 3173.66 4-.2 6 4 205.91 4 0.94 4 5669.98 #4.5943 # .84471 4

4 3 Z13.53 4 1.29 f 3184.44 f-.28513 M4 23.91 o 1.05 # 567.15 -0.3941 # .8464 &
27 M2.12 f 1.0 # 3191.19 1-0.28578 44 23.87 4 0.16 4 5670.15 "-9.5939 1.84"19 4
U 2 M.73 a 1.53 # 3219.46 i-9.2838 4 265.0 8 9.6 4 5669.93 4". 6 3 # 1.84Z3 4

2 # 29.33 4 1.7 3124.21 9-.2871324 .91 4 6.94 # 5661.37 #-f.540 .84643 4
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o IUTNa PREDICTIVE ADILITY COVPAIS1N
* TE MTA PRSENTE M IS FO CASE U36 WIi HAS AN 0SS VALUE OFS 299.9

# 9 4 0153 (LEA1NINC amE) NM FILL lCUNJLATIVE PRODUCTION I POUCTION RAE) NO.

U PRDICTION # Z EVIATION ES * N t131 44PREDICTION Z DVIATIONf £ST it # EST 11 EST R *

* 35 67. 1 0 19.5 313. 44.2i273 2. 8i, #.A6 * 71.37 #-0359938 0 .8447
34 27.11 o 1.91 3137.31 .- O.2l92 % 218.89 . 9. 5671.01 #-1.9945 # f.8469 #
33 4 M 6. 99 . 3144.39 4.2324 "4 262.27 4 .94 $471.22 #-0.541 § .34659 *
X # Z6.73 # 1.19 # 3151.43 . ".2357 Z 18.87 .16 471.13 "4.9937 1 6.846"
1 a - 1.18 # 3015.24 #-.2839 . 2M2.87 9.94 571.17 '-.S37 # .84637

v t I 332 1.238 3145.76 1-9.2.424 1 2.8 A.D6 U79.84 .4.J3 a 3.84443 4

29 z6.19 4 1.39 3173.63 .-. 22442 44 293.91 * .14 5669.98 "-.5 03.84471 f
t o 2M2.79 # 1.54 3124.44 ".22S13 232.99 1.35 579.95 #-#.59941 # i.34444 *
27 23.39 4 1.73 # 31".11 o4-9.2257 4 29.87 4 .96 # 5670.15 4-1.599M f 0.24619 -

u Mot 2 2.91 3210.64 A -. 3 2.82 .ll .1 5 649.9 .599 . 1.8443 t
a o I24.6 4 2.11 324.26 I-9.2i719t 4 213.91 4 9.64 o 5669.57 ".546 * .84463 t
24 * 263.92 f 2.49 3244.40 .. 2379 H 92.9#* 0.95 f 56.29 6-0.532 f 0.84435

ISNOTRIANE PREDICTIVE ABILITY CONPARISON
SIE MTA PRE TED LO IS FO CASE 3 IC HAS AN MOIRVED VALIE O 211.H

* NO W IDUCE (LNING CUW) NOE L FlLL (CIJMATIVE PRODUCTION PROIDICTION RATE) ROI.
f Cm f fiii~mom#"~am
* oPREDICTI1 IEVIATIO0 EST £8 .f 13S it *4 PREDICTION I DEVIATION 1ST a o EST It EST 23

f 34 o 29.24 # 6.83 f 3137.31 o-#.289 44 Z11.39 4 -9.19 o 5671.11 "-9.545 9.8469 o
S33 269.96 * .92 # 3144.39 "AM.2324 211.32 4.12 # U471.22 #-I.54t 0 .84450 #

U 3 21.8 4 t.11 # 3151.43 #-4.2357 f 211.37 4 4.18 4 571.13 -*.5937 9.84 #N #
* 31 # 29.67 4 1.19 # 3t5.24 #-O.21339 o 21.37 4 4.17 f 5471.17 0-.59937 # I.6437

3 M 293.46 4 1.21 3165.76 -9.2B424 4 Z11.32 * 4.18 # 276.86 4-9.5 92i 9.84643 #
4 29 o 210.24 # 1.31 4 3173.6 .-4.2442 44 211.41 4 4.19 f 5669.98 .4 43 #0 .5 4471 *

22 4 2W7.93 4 1.4& * 3124.44 #-.513 H 211.41 4 -. 19 f$471.3 #4. 41 # 9.84644 #
4 27 4 297.2 4 1.4 * 31.19 .-#.28n 4 211.37 4 -4.12 4 2470.15 -9.599 * 9.84419 #

26 .7.1 1. 2 f 3216.63 .4.,8632 44 211.3 f -f4.1 4 5669.98 4-9,5996 I46 4
n 35 ' 296.74 * 2.92 * 3224.21 "1,28716Z " ZI.41 4.26 # 5649.57 .4.5946 # 0.84643 #
14 2 4 3,12 * 2.31 f 3244.49 4-.22799 ,4 211.49 -4.19 5649.9 .4.59932 * 0.84435 4
23 4 232.37 4 2.67 # 3M8.45 4-.914 4 211.43 -44.21 4 569.51 ".5"47 1.24446 a
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M e PREICTIVE UILIT! CONIARISOI
I B JATA PREIENITD L IS FOR CASE 9 34 11110 HIS AN OBSERVED VIVA Ws 114.1 4

* 3 4 l (LNDIN COlVE) on OBL (CA 1LUTIU T PIIUOCTIO1 & PRO TION RATE) NIL #

a I01 PRDICTION U I EVIA1T10 # ST10 & EST It # PREDICTION # I DEVIATIM # EST If 4 ES311 ES 2 #

33 a 21.12 # 1.3 # 3144.39 6.=224 oo 213.73 a 3.11 # 5471.22 -J.59941 1.8465 9
2 4 213.92 # 1.44 # 3151.43 -1.2357 4 213.78 4 3.11 o 547t.3 4-g59937 a .84439 *
31 4 Z13.74 # 1.52 4 313.24 "-.213M 4# 213.77 4 .11 & 5471.17 -M.592 # 0984437 #

4 x a 21.53 # 1.42 # 3143.74 #-3. 4 44 213.711 4 0.10 5173.86 "1.593J 1.8444 #
I9 4 21.3 1.73 o 3173.66 -. 2462 4 213.81 4 0.39 # 5449.93 #-9.53 4.84471 #
* 8 * 2.9 M 1.37 # 3184.44 1-4.28513 if 212.31 1 6.09 # 5473 .3 4-.59941 0.84444 W
27 4 29.59 2.34 # 2191.10 -. 28578 " 213.77 1 M.11 5473.15 -9.3"31 1.84419 o
A 26 209.21 Z4 4 21.66 i-f.2863 Z 13.73 4 .1 4 56..93 -A3.5923 4 .846M2 4
5 4 23.8 # 2.42 324.3-1.W3K f4 213.12 1.09 4 36,.577 -. 5m 0.84W #

0 24 4 23.18 4 Z.f # 3244.3 4-.2399 21.80 # 1.19 # 5449.29 -3.59932 4 .84435 #
4 Z3 4 .43 a 3.37 4 368.45 W -A.21914 " 213.84 4 3.3 # 5469.51 f-0.3947 # 0.8469" 0
S21 6 23.49 3.51 321.29 -. 29358 H Z13.7 a t.13 $ 5168.71 -. 52 4 0.84597 4

4 1SNOM PREDICTTV ABILITY COHPMISON
4 IRE 111114 FISTR BM I t1 FOR CASE 3 11110111HAS DIS0RYS VOLIE OF: 216.00 #

* 3 4 WICED ILEPIIING W ) NOEL f FIULL (CIORATIVE PRO1CTI0N 6 PROUCTION RIATE) NOEL #

4 0 PREOICTION o U IVIA71ON # ESTU 4131T I " PRDICTION DEVIATION EST N # o T It E EST i

32 213.14 4 1.33 o 3151.42 #-3.2357 "4 215.94 3.13 5471.03 o-3.59937 4 f.6439
3 21 212.95 # 1.41 3158.24 -83839 4 5.94 1 3.3 5471.17 #-.59937 # 1.84637 4

o-. 3 212.74 4 1.31 o 3145.74 4.23424 " 215.9 .133 # 5476.8 4-.59 3 9 .84443 o
o 29 4 1.5I 1.41 o 3173.44 4-t.2842 ". 215.91 .U1 51 4W .9" ".5343 # 3.84471 ,
# 23 lI.21 # 1.74 4 3134.44 4-3.23513 44 215.97 0.11 4 5470.15 #-.5341 # 0.84444 o
* 27 Z11.03 .4 4 3191.11 -. 21578 21.94 I #.3 5673.15 4-3.59 4 .84619
o 24 Zl.4 4 2.12 o Ulf."4 ".21MI H 215.9 4 3.13 5461.13 4.5930 o 3.84423 #
S2n 211.8t a 2.31 a 3224.23 4.2732 44 215.9 # 3.31 4 569.57 *-3.5943 # 1.3463 4

* 24 210.43 0 2.59 # 3244.40 ".21799 44 215.96 o 1.32 5649.29 #-0.9932 # 1.846 5 #
4 2 4 219.45 4 2.94 # 3248.45 4-3.214 216.3 4 -3.33I 561.51 4-.59947 4 #.4t9 #

* 4 12 233714 3.3 4 321.294 -1.25344 215.954 3.3 51.73 -. 11M 0.814S97.
a 21 23.394 2.99 0 322.74 -. 293544 ZI$5.91 a 3.34 317.92 -. 5 2 .84537 #
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,IIWNIE PEICTIVE AIILITY CWWIU 4

# 1I 3*1 PM 1013 W IS FOR CASE IX MH IWllS AN OBSERV VALUE OFi 2II.N

* 6 I SUE (Louis ONURV) NfGm 44 FULL (CIATIVE PUDUCTIU S PR0 CTIN RATE) RO M

W UED4FEI ICTION # IEKVIATI4 ES N E ST t H OEDICTIN I OEVIATION 4 EST 0 EST 11 ST 2 #

31 # 2S.32 1.23 3158.24 4-1.25838 * 217." 0 .62 5671.17 .. 5 371 6.8437 4

# 2 215.11 # 1.32 3145.76 -. ZW8424 2 17.94 ox . 5670.84 ".59m29 # 1.844 #
f 29 4 Z14.89 # 1.43 # 317.66 "-6.28462 44 218.00 4 .66 4 5649.9 44.13943 # 0.84471 4
4 n a 14.3 1.57 1 314.44 44.28513 Z17.99 4 .OP 5671.0l ".541 # 6.8464 4

27 i Z14.13 * 1.75 * 3111.10 .. 578 4 217.94 4 .62 4 5676.15 4..59932 # 1.84619 4
Z* Zt1.81 1.92 4 3216.66 44.2838 "2 217.96 # 6.6Z W566.98 44.5992I # 6.84423 4
25 * .13.40 2.11 o 324.21 4.o872 4 2186116 4 6.6l 5"41.57 -. 5946 # .8463 #

* 14 Z 212.78 Z 2.46 # 3244.4 ".287 4 217.98 4 I. 4 5649.29 4".99m # 6.84632 4
4 2 4Z 212.63 Z.74 # 3268.45 44. 914 21.Z 0.11 f 5641.51 #0.5947 o 1.8446 #
f 22 # 211.69 f 3.17 9 321.29 ".2960 Z17.96 4 I.6 5661.70 "1.59921 0 6.84597
* 21 269.77 * 3.78 # 339.76 "4.2n%54o4 217.93 # 6.63 5647.9Z 4.5991Z 0 6.94537 4

26 4 23.64 4 4.57 1 329.89 ".2951 3o 2t7.84 # 0.97 5664.33 "-.59846..439P #

4 U10MIAIMN PREDICTIVE AI1LITY CMPISO 4

# Im E1TA M m T Sog IS FOR amI 31 MlC HAS M BISEE VALUE W: 221.1 4

4 0 # NOWME (LADING CRVE) NM. 4 FULL (CIUATIVE PROIlCTIU I UNCTION RATE) N0E L
4 CUIES
* 10 PRDICTION. # IKVITIN i EST IS E ST i1 PIREDICTOS U OEVIATION ST U # BT 11 # 3ST I24

# 26 Z 218.11 4 1.31 # 314.76 "-.28444 221. 4 # .16 a 5671.84 4-.PM 4 0.84443 o
f 29 4 217.89 4 1.41 . 3217.64 4.4Z ZZI a #.16 .14.7 a4 569. o4.5943 # 1.84671 4
# 28 n 217.58 4 1.55 3184.46 4".28513 4 221.15 4 4.67 #576.1 4.53"41 1.84664
f 27 0 217.18 o 1.73 311.16 0-.2978 o" 221.12 0.5 1 5671.15 §4.5 4 6.84619 #

26 4 Z16.81 4 1.9 3 .4 ".83 22.12 4.6 # 549.91 6.59l #.84623
a 25 4 216.40 6 2.0 3224.20 64.287f2 221.16 4.7 5669.37 -1.599464 .84 W 4

4 4 2 15.79 # 2.36 # 344.40 o.28799 2 121.14 4 4.14 # 564.29 ".599Z 1.846354
3 2 4 215.64 # 2.76 o 368.45 o4.21. 4 "o 21.13 4 4. 5649.51 "4.5"47 1.8446 #

o 22 4 214.16 # 3.12 3219.29 h1.2969 4 221.1 * -6.6 5668.76 04.92 4 0.84597 4
S21 4 112.71 1 3.72 4 339.74 ".2= #5 221.69 -4.64 567.1 -6.9964 0.4537 f

o 4 211.66 4 4.58 329.89 o4.9513 o4 Z21.6 4 4.6 544.33 "J.5140 # 4.8439
o it tO2.74 4 5.54 o 3446.18 -6.21 H 21.62 4 .. 1 "444 4-6.5914 4 6.84366 #
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o 91i3i23111£ PREIICTIVE AIILITY CUWIISOII
SIDAA TIFEENI U IS FOR CA 3UlIC AS Al ISER D VALKU OF: 224.66

I # E00 (LEING IOM N) CL NM FILL (CUUTIVE PI01JCTIO 9 PN ICTI1 RATE) AM

* #D PROICTION Z VIATIII # EST I # ESTI H PRDICTII I DEVIATION # EST 6 # EST 1 EST 12 #
S2 21.94 4 1.2 4 2172.64 4-6.21412 .4 224.41 -#.13 # 5669.911 "-.59943 4.841671

? 2I f 2n3.72 f 1.46 # 3114.44 #-#.2813 ## 224.46 4.18 # 5670.1 "-.994 0.84664
* 27 220.33 4 1.64 31 .14 4-6.H5731 24.37 1 -6.17 4 5670.15 44.5993 4 0.84619
* 24 2it.6 4 1.1 3210.64 ".28633 of 224.31 4.17 566.91 -6.5993 6 #.844M 0
* f * 219.56 # 1.911 324.21 -. 2171 H 224.41 f -6.18 # 569.57 -. 5194 4 .8663
I 24 I 2ll."4 t .2 4 3244.4 "4.21171 94 214.46 -.18 56.29 #-6.5932 # 1.846354

Z2 4 211.20 4 Z.39 # 32U1.45 "-6.23914 " 224.43 -4.0 5669.51 ".9947 4 0.84690
U f2 4 217.24 3.11 321911.29 -. 19051 " 224.23 -0.17 U56.76 4.59920 0.84597

* t It215.94 4 3.66 o 2229.76 4.25 H 224,34 4 4.15 -5647.92 #.5 6 .84537 *
a 2 4 214.22 4 4.37 # 3M.19 "-.2513 # 214.24 o 4. 12 5664.33 4.594 4 f.94331
19 4 211.92 4 5.39 # 3466.10 1 6.29353 "M 224.27 1 -. 12 5664.4 -. 5 19 0.8436A #
t tOo 4 29.29 6.57 * 3549.3 4-6.3612O U24.17 -41.11 # 6.6 4. -. .84tV7

4f POEICTIVE ABILITY CAOIISOU
* TIE DTN L 0 IS FOR SEI I t CIU 0 NERVED VALUE OF: ++8.96

* I EMUCO (ILEMING WK) NOBEL 0F. IL ICULATIW PRODUCTION & PRUOCTI01 RATE) 0.
# CM
* UED# PRIICTI1 EI I tATIU4 EST6 EST 31 H PREDICTIo I KVIATIONf EST 1I a EST I ESTIt

# 21 i U4.06 # 1.72 3184.44 -. 513 H 27.93 .82 f 5670.5 #-.941 4 0.84664 #
4 27 f 3.7 4 1.96 # 31".16 4-6.21573 H W7.96 4 6.85 5670.15 4.330 # 0.84619 4
f 26 3 223.6 4 2.616 3211.66-.28631 " W7.96 4 6.64 4 569.9 4. 126 4 1.84422,
I U2 # v.19 M 2.24 3224.29 -.42762 "4 27.94 # 6.3 566.57 -4.5994 4 .846P
# 2 * 222.21 2.51 3244.4 -. 211799## 227.92 * #.a , 5169.29 #-.5992 # 0.84435.
0 Z3 # 221.54 Z.4 361.45 -. 2t914 H W27.96 # 6.6 5669.51 H-.59947 # 0.844" 4
& 22 .2 3.1 t.25 321.29 o-4. I.2918 ". 27.91 * 6.94 # 5661.70 6 .5 # 0.4597
41 o 4 119.29 3.12 3339.76 -6.29M2 4 227.17 o 6.96 5667.92 -6.5962 o 0.34537

I 2 217.57 4.3 2239 .93. H.29513 ". 7.73 1 6.16 6 5664.33 .4491544 .843N9
4 19 215.27 5.36 246.11 #-#.2913 H 227.79 1 6.69 5664.84 "-.59149 # 0.84364

t1 a 212.64 6.74 4 3549.33 #1.36246 "4 227.69 * 6.13 # 5660.12 -6.3972 f 0.841Z?7
4 17 7 9.76 I.E # 26t. 4-.3671 H W7.74 # 6.16 5663.39 4-6.5325 4 6.142 1
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* Pns R or ICRTIVE ALUICTY TESTS S UTS I

* SClE ABSL MTE MIATIGI * 2.0 * 6.24I
* VARANCE OF AISOLifT SEVIATIUNS # If." * 1.91
# T STATISTIC (E NOE # - & 13-M
4 TTAL M OF TEST SITUATIONS # 144 o !
SUNE OF PI CTIONS SITHIIA 31 In # 144 *

# SCEN OF PREDICTIO$ S ITINf 55. n 15. i
OF PREICTIONSUITHIN ilt 4 144 0 144 9

* uCvN OF PREDICTION VIHml I1 1*. 1 IN. i

IT' IN TESTING FO STATISTICAL SIGNIFICANCE USE SUNT'S T DISTRIBUTION
IF TIE N OF TEST SITUATIONS All LESS THAN W; OTHERISE USE STANDARD
INK ISRulJTOi. IN EITHE CASE THIS IS A lOE TAILED TEST. IF
TIE TEST STATISTIC IS GREATER TiN THE CRITICAL STATISTIC DIE MAY

CILUE ?ThE ATME AIN OLMUR DEVIATIONA IITIC ITH TIE FILL
NNEL IS SIUIFICSU LESS THAN THAT OBTAINED 1I7 THE RIDGE NOl.
FOtE UGILESR11SS3OS941 URLLIUIL MITTEN.
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o IRLClIU II SIITIVITI N111

# PISJCTI 4 IJTo PWIURTI E 13
# .51Wm ................ mimuluuiuuipi:3:134*4*444*4*44444*4*44444404444444*44**44444444*444444*4*4*4
a MOM31 o 1 15.15 17. 0 IS.94 J.83 422.73 MA24 9.5 22.41

2 114.3 128.0 141.4 # 154.4 # 147.4 4 10.3 193.1 4 295.4 4 Z1.0
2111 o 11221 127.54 14.94 154. 0 147. 4, 179.7 4 192.3 # M4.3 4 217.1

2M 113.4 a 27.0 * 14.3 153.4 1644 4 179.0 4 29.4 1 214.0 4 214.3 4
4 244 4 12.1 124 o 129.1* 25.1 145.7 4 17.31 19.8 293.2 215.44
m6 o 11224 I2.4 I.2 125.24 15.9* 177.4 4 19.1o 12.44 214.44

ISM 112.1' 1W.5 2 .7 151.6* 144.44 177.0 19.44 5II.44 213.1*
* 2l9 4 111.7 4 11.0 2 3L. 151.1 s 43o 174J* 1.44 2#9.94 213.9i
2712 112.3 124.6 o 127. 19.5 * 16.1 4 175.44 137.9 4 19.1 212
IM29 12.8 4 14.14 227.1 4 149.9 114.3 o 27 .91 237.z f 199.4 2 211.3

I 7415 0 118.4 I 123.44 134.4 19.4 141.9 * 174.2 184.5 193.A4 E 11.4
17444 1 11.9 123.2 i 22I.11 14.84 141.3 * 173. 4 15.3 f 17.9 a 11918

73 1.I 122.74 13.6 24.2 165,7* 17.9 25.i2 197.1 29 9m.
29. t 4 2.3 225.1 147.7 4 16.1 o 272.4 113.5 # 21.4 I 293.2
* 222 f I84 221. 4 124.1 147.2 * 1594 171.7a 1.8 115.7 o 17 .
IU * 10.4 121.4 0 124.2 144.4 * 159.0 0 171.1 & 13.1 215. 214.11
M a10 1 28.1 229* # 222. 14.14 15.4 17.5 23.44 194.3 4 26.9

* 2 17.6 * 2.5 23.1 4 17.8 9 o 8 o 149.9* 1.3 29.44 2 5.2#
W 2 197.2 126.10 23.74 14.1 4 17.24 149.3* 1312 . 19t.9 4 Z94.5

Z 21 o 11.9 129.4 o 22.2 144.5 o 254.7 4 143.7 19.4 4 19.2 f 293. #.
* 2t? * 1J 111 .2* 121.7 * 144.9 * 154.14 16.1. 179.9 191.5. 233.60
1 196.1 122. * 11.3 1 143.5 1 155.4 1 147.5 1 179.2 * 19.8 0 292.3 #
2 11.7 118.4 139.8 143.0 155.9 4 164.9 * 173.6 4 199.2 # 22.6 #
297 115.4 11.1 # 223.4 # 142.5 # 254.5 164.3 * 173.9 4 1.5 4 2W9.9
29 W1.0 # 117.6 * 29.t9 14.* 15.* o 145.7 277.4 10.94 25.Z4
340 o 14.4 27.24 129.0 141.5 2 53.4 2 65.24 174.1 13.2 # 19.

4 2 2 194J 0 116.80 129.9 141.1 f I529 144.4 274.2 27.4 1 291.9
f 399 1. 1. 4.4* # 3 14 .244 252.4 4 14.14 273.4 4 23.94 29.2I
# " o 1.44 11.1 o 22.1 14.1 4 15.9* 243.54 17.9 106.34 117.54
* 292 0 293.2 115.4 f 127.7 # 139.4 151.4 o 163.8* 174.4 . 1.7. 19.9 *

o39 * 1 115.2 I# 27.3 129.2 150.9 2 4.44 17. 4 15. 24 I9.Z4
31301 * 23L.5 114.8 * 26.9 4 2.7 4 259.4 # 14.94 173.2 4 14.4 o 195.5 4
31 # I.2 114.4 o 126.4 2319.3 * 249.9 a 11.3 a 172.7 4 233.8 o 294.9
1414 1.9 114.1 * 2269 27.3 I 149.4 * 166.8 # 172.1 * 13.2 f 194.3

4 Uf9.S 113.7 2115.4 11 22.2 1 143.9 1 69.3 * 171.5 4 132.4 o 2".4
3178 * 192.2 113.3 o 125.2 * 136.9 # 14.4* 19.8 171.0 * 132.1 * 292.
31929 * 10.9 113.5 # 124.8 1L.5 4 247.9 f 159.3 171.4 # 111.5 # 192.4
2111 a 1M6 112.4 # 124.4 134. 147.5 198.7 * 149.9 # 19.9 4 191.8 #
232 # 19.2 12.2 f 124.1 13.6 a 147.1 f 256.2 f 149.3 f 23.3 * 191.1 a
* 343 * 9.9 2111.9 4 123.4 135.2 144.5 157.7 4 2.3 179.7 4 13.5 4
214 4 99.4 o 112.5 222.2 I 134.7 1 144.1 27.2* 168.3 * 179.2 119.9 *

S 2279 4 99.3 1.2 f 1222.3 1 134.3 145.4 15.7 147.7 4 173.4 4 19.3
# 29 * 90. 11.13 1412. 133.9 # 145.1 1426.2 17.2 178.9 4 12.7 4

3141 o W5.7 114. 122.1 # 1234 144.74 255.8 264.7o 177.5 1 3.2 4
3 * 9.4 0 11.1 * 121.7 f 13.1 244.2 f 155.3 64.Z 174.9 o 137.6 o

# 33 4 ILI # 139.8* 21.3 12.7 1 14.34 14.3 165.7 176.4 2 17.i
* 23657 0 ffJ4 13.5 * 121.3* IA 14.4* 154.3* 165.1 175.8. 16.4 *

33 * 97.5 . 19.1 4 12.4 121.3 * 1. 253.9 f 164.6 f 17.3 4 185.9 #
4 34 * f.1 I 1J # 291. 131.4 2 4244 153.4 164.1 174... 15.34
* 24172 * 91.9 i9.5 # 119.9 # 122.1 f 14.2 252.9 143.7 4 174.3 o 134.7

3 o43 0 1.40 20.2o 119.54 1.74 14. 14 152.5 143.2 17.37 2 34.24
li ::-'-':::-'-'::I::::44 :: 1 :::: :u::i":,u,, ::-.-:4::p ::: ::ui:--'::-::: I:::p:i,.t: : :::--': :: : ::::::: : :u"- it,,: n4

Il 1. PUM VW FE DIN I= W AS 155 K41 I II 111*39 AM4 I I NATCNIIll A CMIr PRl IS
M1 VI CM SN ER I ChI3A*TI ITE A AWDIl 111 INE FOR W1132 LAE I FM At THE IETI R 1CT
IF 13[ UE IIC AW AN CLU. P613831O 1 151W l CE IlAHI PRM92ION & P101927 l f N1 W.

2. Ma=CIU 1W1OW FM OlKATIV UITS 232 It OF Y LFAT 13 90 .SU F CUTIW UITS.
A 3. PICTIEN VA.5 FOR PIU92T I 11 I e W "9 2IO 1l1f 12t 28 143A ISO 1 O3 O 1W

US ll VhS IFPUIST I*1.
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* FII W 13I3ITI7 M2 o

o NAM o PINCTIE RATS 4

S I 13. U 1M.IS 17.8 # I8.94 4 83 # U2.72 Z4.42 4 .52 4 ,41 4

14 4 145.5. 16.9 tU.5 1#.84 13.3 2W.7 4 243.8 21.7 2 7.4MA
1515 144.6 14.9 17.9 4 1".4 ZZ. I # 3.l 4 Z44.3 o 24. 1 # 75.8 1

6174 143. 1 161.91 9 1M 1945 .3 tI. 4 W. 4 2 42.9 4 29.4 # 24.2
11 , 143.0 16.1 174.9 o 19.4 4 299.44# M.7 # 241.5 # 2.1 # 7.4 A
II 4 14.1 1 19.2 175.9 4 192.3 4 964 # 224.4 4 241. 41 2 5.7 4 t.
tm 1 141. 13J 174.9 # 191.2 257.2# 223.1 23.7 94.4 29.54
S18174 34 1,57.44 173.9 1 9.14 2 3.1 f 2.84 # 37.44 22.8 2U8.11
1=7 019.3 1534.54 172.9 169.0 9 2.9. 22.44 .1 4 251.44 2 4.1 4

t4 # 11 4 Z 154J 171.9 23.54 a 3.7 Z13.24 # Z3.54 Z.4 4 Z63 .
1960 . 1 7.4 19.9 170.1 8J 4 Nt.4 217.14 =.Z 4 Z47.3 Z42.2
4 V 1 136.7 o 153. 149.2 10.0 2 9.5 I 25.9 229. 4 .54 U.# . 4
194 , 13.4 154 I83 13. 54 1.54 214.7 22.8 4 24.7 4 29.4 o
1934 ,35.3 15.4 244 183.94 296.4 2# .WA 8.4 4 2.44 2 513 .
4 147 # 13.44 2W.7 4 1. 282.14 117.4 212.. 227.4 4 24.14 256.7 o

4 "I 191 * 3.94 I199 I 245.74 2114 194.34# 211.441 224.24 240.8 255.340
U4 259 4 23.2 14.24 144.814 210.20 1".34 215.34 225.54 229.44 254.064
* W f 13.54 1.44 164.04 179.34 19444 2.2 22.94 23.44 25.7 4
2 131.94 147.7 24,1. 17.4 1 !.4 .Z2 22.3 4 22Z Z31.5 4

4 2R 131. 4 1464.9 I2 177.54 19.4 25.2 221.4 224 6 .15 25.2 4
SUM7 4 1.54 146.24 21.5 17.44# 2.4 4 4 2.5. 2t4. I8 248.94

23t 9 494J 29.94 3245.5 7 2 #1.7 2. 29. 4 1 ZI.S 29.5 7 Z .7 77
* tgt 1294 4 t444 # 15.9 . 174.9 119.44 25.14 21.44 2.5. 246.54

4 219 4 12.4. 144.1 19.2. 174.54 1.44 W.14 217.3 2 22.44 245.3 4
* 21464 J4 143.4 12.4 1 73Z 13.7 2.1 4 Z14.3 4 2X.3 4 Z44.1 4

* I2 143 14 7 257.4 2724 13. 25.1 Z1.Z 4 29.2 243.0 o
4 95I3 oI 2.8 J 15.9 17. I31 5.Z Z14.24 22.1 241.3 4
4 I 2 "n2.Z 1414 15.. 7 1.7o 135.1 2.24 213.2 o W7.1 248.7

4 2151 4 229.4 14.7' 25.44 14.94 154.24 19.3. ZL 21.2 22.94# 29.
= 2 *15.l 2 1.14 154.7 1 0.24 1.44 197.4 I Zt.Z4 Z24.9 . 2311.35

U122495 U44 139.4a 154.4 2 .44 1U.5 91.S 21.3 2 2.94 237.44
* 24 4 12.4 13.7. 134 147.4 131.7 29.4 a 59A4 22 9.# 23.34
no 222 4 23.440 In 13.4 2.44 264.4 2to.?9# 19.74 2.4 4 2.94# 2.2
2915 f 1J W.3 3.5 M 1 lI 1.1 1".8 25.4# 0 .9 234.24

* 2218 4 122.34 M SJ 1349 5.4 254 794 29.94 2.5 219.9 4 23.24
4 I ,7121.74 134.3. 4 4.4A 173 192. 2 , 23.4 1., 2 2.1
# 20 21.2 ,7 149.1 263.9 # 177.7 # 191.3 4 14.7 o I.9 # 22.1

* f9 U1.7 # t35.1 1.3 143.2 1 174.9 1.S 23.8 27.5 # 22.1
2339 125.14 134.5 148.4 142.54 274.Z2 269.44 2 .9. 21o 4.4 229.1

W 24654 1.4 4 133.9 24.94 24.1 115 7.4. 2960.34 25.24 U3.24I 22.1'
Z* 2 t1.1 4 2 .4 147.4 # 141.1 174.7 4 196.5 4 2I2Z # 224.2 4 2.1
2434 11.4. 12.34 146.7 4 i4.4 17394 23.2 4 29. 4# 213.34 22.2
Z40 I.1# 1324 144.1 4 159.3. 173.2 1.44 1.1 ZIZ.4 22.2.
24717 # 117.4f t3.7 14. 2 1.14 171.5 I.74 1.74 21.4# 224.34
14 2 4 17.1 * 1322 144.9 # 12.44 2l.8 # 23.94 197.9 1 215.7 4 223.4 4
Z4 257 H& 11.4 13.44 244.341 157.854 171.54 134.14 2 97.9 4 25.84# Mn.4
242 0 114.24 133.1 14.7 157.1 4 171.4 . 4 194.2 4 W.6 4 22.35
4 2414 4 115.7 1 294 243.14 156.5# 149.7 4 232.44 29.4 2.1 2 2344
I8 # 115.2 29.4 2 142.44 15.94 24.54 1819 t".7 f .3 Z9t.7
4. 7 114. # 123 4 242.9 4 1554 0 1.3 131.2 11.9 26.44 4 t2.9

NIS 1. P IDSM FO ICTW LAW HM AII K WA 515313AUKMMII PIATCI CI 1 P"ROTTE
OR1 312*A CI 95 D O F C291TtVE MU A OMI TME WA FM DIIT LAIN lii 5029 AT 251 INTOIN
IF THE CMPINC RN 4AN3 cM=. FQmMIINKF 133I TME CMUTI PFMI ION I PROSITOS IA? NOMa.

2. UUEC721 111090 FOR O .AINMITII IS it W TM 2.1S 11=19 WE IF C3RUT1U UCTS3. P3 TI V NFOR U IM UTR AMI$ ! We1& 11119 21 2 IllIM 14 MG 7 ORWT
LIT WAN Vi OF POWUCINUM1.
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